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Model: 1D interface with finite width / short-range correlated disorder
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Model: static 1D interface & growing 1+1 directed polymer (DP)

 Observable: static geometrical fluctuations                    P(�u(r))
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Geometrical fluctuations & 
roughness?

Model: static 1D interface & growing 1+1 directed polymer (DP)
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Model: static 1D interface & growing 1+1 directed polymer (DP)
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KPZ equation for the free-energy of the DP endpoint

   KPZ evolution equation for the total free-energy with ‘sharp wedge’ initial condition
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E. Agoritsas, V. Lecomte & T. Giamarchi, Phys. Rev. E 87, 042406 & 062405 (2013).

Detailed derivation for instance in:



 KPZ equation: model for the time-evolution of the profile of a growing interface

M. Kardar, G. Parisi & Y.-C. Zhang, "Dynamical Scaling of Growing Interfaces", Phys. Rev. Lett. 56 889 (1986).
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KITP, March 3, 2016.

 Playing with the initial condition (flat, stochastic, …)

 ‘Standard’ random noise:  
                  Gaussian white spatially-uncorrelated noise

 At large times, fluctuations with power-law exponent<latexit sha1_base64="8FSv17tUqABooi0Bogn9APW+pXs=">AAAC53icjVHLSsNAFD3Gd31VXboJVsFVTauoCELBjeCmilXRSpnEsR1MkzCZqLV0786duPUH3OqfiH+gf+GdMYIPRCckOXPuPWfm3utGvoiV4zx3Wd09vX39A4OZoeGR0bHs+MRuHCbS4xUv9EO577KY+yLgFSWUz/cjyVnT9fmee7qu43tnXMYiDHZUK+JHTVYPxInwmCKqlp2ubot6QzEpw3O7eskVq7Wril+o9mb5oNNZK84v1LI5J++YZf8EhRTkSjMwqxxmn1DFMUJ4SNAERwBF2AdDTM8hCnAQEXeENnGSkDBxjg4ypE0oi1MGI/aUvnXaHaZsQHvtGRu1R6f49EpS2pglTUh5krA+zTbxxDhr9jfvtvHUd2vR3029msQqNIj9S/eR+V+drkXhBCumBkE1RYbR1XmpS2K6om9uf6pKkUNEnMbHFJeEPaP86LNtNLGpXfeWmfiLydSs3ntpboJXfUsacOH7OH+C3WK+sJQvbi3mSqvvk8YApjCNOZrnMkrYQBkV8r7CPR7waAnr2rqxbt9Tra5UM4kvy7p7AzEBnc4=</latexit>

) ⇣KPZ = 2/3

 For us: ‘sharp-wedge’ initial condition
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‘ log �(x)’
<latexit sha1_base64="kBCEH4PnGEX7QdQ1GYTGkXEeG+0=">AAAC1HicjVHLSsNAFD2Nr1ofrbp0E6yCG2tSREUQCm5cVrAPsKUk02kNzYtkIpTqStz6A271m8Q/0L/wzjQFtYhOSHLm3HPuzL3XDl0nFobxltFmZufmF7KLuaXlldV8YW29HgdJxHiNBW4QNW0r5q7j85pwhMubYcQtz3Z5wx6cyXjjhkexE/iXYhjytmf1fafnMEsQ1SnkWy6Ju5Z+qu/p5j7rFIpGyVBLnwZmCoqVbahVDQqvaKGLAAwJPHD4EIRdWIjpuYIJAyFxbYyIiwg5Ks5xhxx5E1JxUljEDujbp91Vyvq0lzlj5WZ0iktvRE4dO+QJSBcRlqfpKp6ozJL9LfdI5ZR3G9LfTnN5xApcE/uXb6L8r0/WItDDsarBoZpCxcjqWJolUV2RN9e/VCUoQ0icxF2KR4SZck76rCtPrGqXvbVU/F0pJSv3LNUm+JC3pAGbP8c5DerlknlYKl8cFCsn40kji01sYZfmeYQKzlFFTc38Cc940erarXavPYylWib1bODb0h4/ASJ+lG8=</latexit>

� = �1/c
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2⌫ = T/c

KPZ equation for the free-energy of the DP endpoint



   KPZ evolution equation for the total free-energy with ‘sharp wedge’ initial condition

M. Kardar, G. Parisi & Y.-C. Zhang, Phys. Rev. Lett. 56, 889 (1986).
D.  Huse, C. L. Henley & D. S. Fisher, Phys. Rev. Lett. 55, 2924 (1985).Fth(t, y) + F̄V (t, y)
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   1D Kardar-Parisi-Zhang universality class encompasses a wide range of problems:

Random matrices, Burgers equation in hydrodynamics, roughening phenomena & stochastic growth,

1+1 Directed Polymer (DP), our one-dimensional interface, ...

I. Corwin, "The Kardar-Parisi-Zhang equation and universality class", arXiv:1106.1596 [math.PR] (2011)
J. Quastel & H. Spohn, "The One-Dimensional KPZ Equation and Its Universality Class", J. Stat. Mech. 160, 965 (2015)

T. Halpin-Healy & K. A. Takeuchi., "A KPZ Cocktail-Shaken, not Stirred...", J. Stat. Mech. 160, 794 (2015)

K. A. Takeuchi., "An appetizer to modern developments on the Kardar-Parisi-Zhang universality class", Physica A (2018)
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KPZ equation for the free-energy of the DP endpoint



   Fluctuations exactly known for an uncorrelated disorder / white noise (for this initial condition!):

• At all ‘times’:

G. Amir, I. Corwin, J. Quastel., Comm. Pure Appl. Math. 64 466 (2011).
T. Sasamoto & H. Spohn, Nucl. Phys. B 834 523 (2010).

P. Calabrese, P. Le Doussal & A. Rosso, Eur. Phys. Lett. 90 20002 (2010).
V. Dotsenko, Eur. Phys. Lett. 90 20003 (2010).

• Infinite-‘time’ limit: Gaussian distribution 
Brownian scaling C̄(1, y) =
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• Asymptotically large-‘time’: GUE Tracy-Widom distribution (non-Gaussian!)
                2-point correlator of Airy2 process
M. Prähofer & H. Spohn, J. Stat. Phys. 159 1071 (2002).
C̄(t, y) =

   KPZ evolution equation for the total free-energy with ‘sharp wedge’ initial condition
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KPZ equation for the free-energy of the DP endpoint



   Tilted KPZ equation for the disorder contribution to the free-energy (its excess part!)

E. Agoritsas, V. Lecomte & T. Giamarchi, Phys. Rev. E 87, 042406 & 062405 (2013).
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F̄V (t, y + Y )

⇤
= P̄

⇥
F̄V (t, y)

⇤
Translational-invariant distribution at fixed time:

V (t, y)V (t0, y0) = D · �(t� t0)R⇠(y � y0)
R⇠(y) = ⇠�1R1(y/⇠)

Tilted KPZ equation for the disorder free-energy



 Focus on the two-point correlators:
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Two-point correlators of the disorder free-energy

 Spatially-correlated disorder/noise:

Fth(t, y) + F̄V (t, y)
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y

⇡ Fth(t, y)

⇡ F̄V (t, y)

E. Agoritsas, V. Lecomte & T. Giamarchi, Phys. Rev. E 87, 042406 & 062405 (2013).

Mean evolution:

<latexit sha1_base64="cIImOjQ/yY44Pa1QYplebVM0NhY=">AAADCXicjVHdStxAGD3GWn9q21UvvRncCgrtkiyi3ggLivTSSncVjCyTcdYOZpMwmQhLyBP4Jt71rnjrC3gn9gn0LfrNGKGtlDohyZnznXNmvpkoi1VufP9uzBt/NfF6cmp65s3s23fvG3PzvTwttJBdkcapPox4LmOVyK5RJpaHmZZ8GMXyIDrbtvWDc6lzlSZfzSiTx0N+mqiBEtwQ1W/shBnXRvG4b1iYktIGlWHEdblb9Xsr5uNotWJb7BMLB5qLMqjKtqiYE+xXtrzlr/YbTb/lu8Geg6AGzc4HuLGXNm4R4gQpBAoMIZHAEI7BkdNzhAA+MuKOURKnCSlXl6gwQ96CVJIUnNgz+p7S7KhmE5rbzNy5Ba0S06vJybBMnpR0mrBdjbl64ZIt+6/s0mXavY3oH9VZQ2INvhH7P9+T8qU+24vBAJuuB0U9ZY6x3Yk6pXCnYnfOfuvKUEJGnMUnVNeEhXM+nTNzntz1bs+Wu/q9U1rWzkWtLfBgd0kXHPx9nc9Br90K1lvtL2vNzvrjTWMKi1jCCt3nBjr4jD10KfsSN7jDT+/C++798K4epd5Y7VnAH8O7/gVzXapf</latexit>

@tF̄V (t, y) = � 1

2c
R̄(t, y = 0)

AGORITSAS, LECOMTE, AND GIAMARCHI PHYSICAL REVIEW E 87, 042406 (2013)

Fth(t, y) + F̄V (t, y)

t

y

≈ Fth(t, y)

≈ F̄V (t, y)

t

y

∂yFV (t, y)

≈ ηV (t, y)

≈ ∂yFth(t, y)

FIG. 2. (Color online) Free-energy landscape seen by the DP
endpoint as a function of time or length scale t . Top: Graph of
Fth(t,y) + F̄V (t,y) [imposing F̄V (t,y) ≡ 0 for simplification]: the
thermal parabola Fth(t,y) = cy2

2t
flattens and unveils the disorder

fluctuations F̄V (t,y), which sketches a KPZ surface in its steady state
at asymptotically large times. Bottom: Alternative point of view with
the graph of ∂yFV (t,y) = cy

t
+ ηV (t,y), where the random phase is

progressively revealed with increasing length scale.

those quantities are moreover completely hidden at small times
by thermal fluctuations:

FV (t,y)
t→0
≈ FV ≡0(t,y) ⇒ F̄V (t,y) ≈ 0, ηV (t,y) ≈ 0, (28)

whereas they completely dominate the large-length-scales
behavior [FV (t,y) ≈ F̄V (t,y) + cte(t)], the evolution equa-
tions (25) and (26) thus sharing the same statistical steady
state at asymptotically large times. Those disorder-induced
quantities can be properly defined at all times (cf. Fig. 2),
yielding in particular the following initial conditions:

PV (t = 0,y) = δ(y), (29)

F̄V (t = 0,y) ≡ 0, (30)

ηV (t = 0,y) ≡ 0. (31)

For the total free energy, this initial condition corresponds to
the sharp-wedge limt→0 FV ≡0(t,y), as defined in (14) and (15),
which nontrivially yields back the Dirac δ function (29) of the
DP fixed endpoint.

Considering at last the evolution of the mean values
F̄V (t,y) and ηV (t,y), at first the translation invariance by

STS [Eq. (17)] trivially implies that F̄V (t,y) = cte(t) [and
〈y(t)〉 = 0]. Exchanging the disorder average and the partial
derivatives ∂y,t , on the definitions (18) and (26), respectively,
we obtain

ηV (t,y) = ∂yF̄V (t,y) = 0, (32)

∂t F̄V (t,y) = − 1
2c

[ηV (t,y)]2 = − 1
2c

R̄(t,y = 0), (33)

whereas (27) simply yields the consistency check
∂yR̄(t,y = 0) = 0. So, the evolution of the mean disorder free
energy is directly given by the sole two-point correlator of
ηV (t,y) in y = 0 at a given time t .

As we will discuss at length in the next section, the behavior
of R̄(t,y) at small |y| corresponds to the curvature of the
disorder free-energy correlator C̄(t,y) around y = 0 which
fully determines the amplitude of the geometrical fluctuations
characterized by the roughness prefactor A(c,D,T ,ξ ). R̄(t,y)
has essentially a symmetrical peak centered at y = 0, whose
maximum is well defined for a finite correlation length ξ but
diverges in the limit ξ → 0 (corresponding equivalently to
the high-temperature regime). The connection between this
regularization at ξ > 0 and the time evolution of the peak
main features, i.e., its typical width ξ̃t and amplitude D̃t , will
be the two ingredients of the DP toy model constructed in the
next section.

E. Time-evolution equations for the two-point correlators
R̄(t, y) and C̄(t, y)

There are no closed equations for ∂t R̄(t,y) and ∂t C̄(t,y),
but the combination of the Feynman-Kac equations (26) and
(27) with the Itō’s formula yields nevertheless, as presented in
details in Appendix D,

∂t R̄(t,y) = T

c
∂2
y R̄(t,y) − 1

t
{R̄(t,y) + ∂y[yR̄(t,y)]}

− 1
c
∂yR̄3(t,y) − DR′′

ξ (y), (34)

∂t C̄(t,y) = T

c
∂2
y [C̄(t,y) − C̄(t,0)] − y

t
∂yC̄(t,y)

− 1
c
C̄3(t,y) − 2D[Rξ (y) − Rξ (0)], (35)

which would be closed but for the presence of the three-point
correlators

R̄3(t,y) ≡ η(t,y)2η(t,0), (36)

C̄3(t,y) ≡ −2[F̄ (t,y) − F̄ (t,0)][∂yF̄ (t,0)]2. (37)

Neglecting the nonlinear KPZ term in the evolution
equation (26) for F̄V (t,y) is equivalent to neglecting those
three-point contributions. The solution for the corresponding
linearized correlator R̄lin(t,y) for a generic RB disorder
correlator Rξ (y) is given in the next section, and its complete
derivation is detailed in Appendix E. It will be used in the next
section in order to discuss on one hand the expected qualitative
behavior of the correlator R̄(t,y), and to identify on the other
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whereas they completely dominate the large-length-scales
behavior [FV (t,y) ≈ F̄V (t,y) + cte(t)], the evolution equa-
tions (25) and (26) thus sharing the same statistical steady
state at asymptotically large times. Those disorder-induced
quantities can be properly defined at all times (cf. Fig. 2),
yielding in particular the following initial conditions:

PV (t = 0,y) = δ(y), (29)

F̄V (t = 0,y) ≡ 0, (30)

ηV (t = 0,y) ≡ 0. (31)

For the total free energy, this initial condition corresponds to
the sharp-wedge limt→0 FV ≡0(t,y), as defined in (14) and (15),
which nontrivially yields back the Dirac δ function (29) of the
DP fixed endpoint.

Considering at last the evolution of the mean values
F̄V (t,y) and ηV (t,y), at first the translation invariance by

STS [Eq. (17)] trivially implies that F̄V (t,y) = cte(t) [and
〈y(t)〉 = 0]. Exchanging the disorder average and the partial
derivatives ∂y,t , on the definitions (18) and (26), respectively,
we obtain

ηV (t,y) = ∂yF̄V (t,y) = 0, (32)

∂t F̄V (t,y) = − 1
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[ηV (t,y)]2 = − 1
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whereas (27) simply yields the consistency check
∂yR̄(t,y = 0) = 0. So, the evolution of the mean disorder free
energy is directly given by the sole two-point correlator of
ηV (t,y) in y = 0 at a given time t .

As we will discuss at length in the next section, the behavior
of R̄(t,y) at small |y| corresponds to the curvature of the
disorder free-energy correlator C̄(t,y) around y = 0 which
fully determines the amplitude of the geometrical fluctuations
characterized by the roughness prefactor A(c,D,T ,ξ ). R̄(t,y)
has essentially a symmetrical peak centered at y = 0, whose
maximum is well defined for a finite correlation length ξ but
diverges in the limit ξ → 0 (corresponding equivalently to
the high-temperature regime). The connection between this
regularization at ξ > 0 and the time evolution of the peak
main features, i.e., its typical width ξ̃t and amplitude D̃t , will
be the two ingredients of the DP toy model constructed in the
next section.

E. Time-evolution equations for the two-point correlators
R̄(t, y) and C̄(t, y)

There are no closed equations for ∂t R̄(t,y) and ∂t C̄(t,y),
but the combination of the Feynman-Kac equations (26) and
(27) with the Itō’s formula yields nevertheless, as presented in
details in Appendix D,
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R̄3(t,y) ≡ η(t,y)2η(t,0), (36)

C̄3(t,y) ≡ −2[F̄ (t,y) − F̄ (t,0)][∂yF̄ (t,0)]2. (37)

Neglecting the nonlinear KPZ term in the evolution
equation (26) for F̄V (t,y) is equivalent to neglecting those
three-point contributions. The solution for the corresponding
linearized correlator R̄lin(t,y) for a generic RB disorder
correlator Rξ (y) is given in the next section, and its complete
derivation is detailed in Appendix E. It will be used in the next
section in order to discuss on one hand the expected qualitative
behavior of the correlator R̄(t,y), and to identify on the other
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 Spatially-correlated disorder/noise:

Two-point correlators of the disorder free-energy
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R⇠(y) = F [R⇠(y), T ]
asymptotic shape time-dependence 

(encoding the roughness?)

E. Agoritsas, V. Lecomte & T. Giamarchi, Phys. Rev. E 87, 042406 & 062405 (2013).
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KPZ evolution equation for the total free-energy FV (t, y)
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Tilt KPZ evolution equation for the disorder free-energy F̄V (t, y)

<latexit sha1_base64="3R3wBnx1dEwmK7ghtWj8wkMZnQY=">AAAC+nicjVFdS+NAFD3Gz60f29VHX4atgqKUdOlWfRAKQvHRBVsFKyVJRx2aJnEyEUvsL/HNN/HVP7Cv+gPEf6D/wjtjCoqITkhy59xzzsy91418ESvbfhyyhkdGx8YnfuQmp6ZnfuZ/zTbiMJEer3uhH8p914m5LwJeV0L5fD+S3Om6Pt9zO1s6v3fGZSzCYFf1In7YdY4DcSQ8RxHUyv9tuuE5b6e1VmNJrfaWc01+mogzVmuljU27bzC2wpquI9NaPyP1W/mCXdyorJXLZfYxKBVtswrVBZi1E+Yf0EQbITwk6IIjgKLYh4OYngOUYCMi7BApYZIiYfIcfeRImxCLE8MhtEPfY9odZGhAe+0ZG7VHp/j0SlIyLJImJJ6kWJ/GTD4xzhr9zDs1nvpuPfq7mVeXUIUTQr/SDZjf1elaFI6wbmoQVFNkEF2dl7kkpiv65uxNVYocIsJ03Ka8pNgzykGfmdHEpnbdW8fknwxTo3rvZdwEz/qWNODBFNnnQeNPsVQpVv6VC9X110ljAvP4jSWa5xqq2MYO6uR9if+4w711YV1Z19bNK9UayjRzeLes2xcR+aOn</latexit>

FV (t, y) ⌘ FV=0(t, y) + F̄V (t, y)



Focus on the two-point correlators:

(
C̄(t, y) ⌘

⇥
F̄V (t, y)� F̄V (t, 0)

⇤2

R̄(t, y) ⌘ @yF̄V (t, y) @yF̄V (t, 0)

Correlated disorder (colored-noise):

y

y

P(t, y)

C̄(t, y)
R̄(t, y)

⇡ eD1|y|

`t�`t ⇠ ⇠̃
p

B(t)�
p

B(t)

R⇠>0(y) = ⇠�1R1(y/⇠)

E. Agoritsas, V. Lecomte & T. Giamarchi, Phys. Rev. E 87, 042406 (2013).

Normalization:
Z

R
dy R̄(t < 1, y) = 0

Infinite-‘time’ limit:

⇢
R̄(1, y) = eD1 R⇠(y)R
R dyR⇠(y) ⌘ 1

Non-Gaussian distribution of F̄V (t, y)

DP ‘toymodel’: R̄(t, y) ⇡ eDt ·R⇠̃t
(y)

Gaussian fluctuations

eD1(T, ⇠) = f(T, ⇠)
cD

T

8
>><

>>:

Two-point correlators of the disorder free-energy



Focus on the two-point correlators:

(
C̄(t, y) ⌘

⇥
F̄V (t, y)� F̄V (t, 0)

⇤2

R̄(t, y) ⌘ @yF̄V (t, y) @yF̄V (t, 0)

Correlated disorder (colored-noise):

y

y

P(t, y)

C̄(t, y)
R̄(t, y)

⇡ eD1|y|

`t�`t ⇠ ⇠̃
p

B(t)�
p

B(t)

R⇠>0(y) = ⇠�1R1(y/⇠)

E. Agoritsas, V. Lecomte & T. Giamarchi, Phys. Rev. E 87, 042406 (2013).

Normalization:
Z

R
dy R̄(t < 1, y) = 0

Infinite-‘time’ limit:

⇢
R̄(1, y) = eD1 R⇠(y)R
R dyR⇠(y) ⌘ 1

Non-Gaussian distribution of F̄V (t, y)

DP ‘toymodel’: R̄(t, y) ⇡ eDt ·R⇠̃t
(y)

Gaussian fluctuations

eD1(T, ⇠) = f(T, ⇠)
cD

T

8
>><

>>:

Two-point correlators of the disorder free-energy

y

y

P(t, y)

C̄(t, y)

`t�`t ⇠ ⇠̃
p

B(t)�
p

B(t)

C̄toy(t, y)
R̄toy(t, y)

R̄(t, y)

⇡ eD1|y|

Terra incognita 
for the DP

Terra incognita 
for the DP



@tF̄V (t, y) =
T

2c
@2
y F̄V (t, y)�

1

2c

⇥
@yF̄V (t, y)

⇤2 � y

t
@yF̄V (t, y) + V (t, y)

Fluctuations are exactly Gaussian at all `times’ ⇒ fully characterized by:

-10 -5 0 5 10
0
2
4
6
8

-10 -5 0 5 10

-0.4
-0.2
0.0
0.2
0.4

-10 -5 0 5 10

0.00

0.05

0.10

0.15

0.20

0.25

y y

y

R̄lin(t, y)C̄ lin(t, y)
1

2
@yC̄

lin(t, y)

RGauss
⇠ (y)

-5 0 5
0

2

4

6

-5 0 5
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6

-5 0 5

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

y y

y

R̄lin(t, y)C̄ lin(t, y)
1

2
@yC̄

lin(t, y)

RCubicS
⇠ (y)

R̄ = @F̄@F̄

R̄lin(t, y) =
cD

T

⇥
R⇠(y)� blin(t, y, ⇠)

⇤

Z

R
dy R̄lin(t, y) = 0

Normalization:

R̄lin(1, y) =
cD

T
R⇠(y)

Asymptote:Scaling with the diffusive roughness:

blin(t, y, ⇠) =
b̃(y/

p
Bth(t), ⇠/

p
Bth(t)p

Bth(t)

Linearised evolution of free-energy of the DP endpoint



@tF̄V (t, y) =
T

2c
@2
y F̄V (t, y)�

1

2c

⇥
@yF̄V (t, y)

⇤2 � y

t
@yF̄V (t, y) + V (t, y)

blin(t, y, ⇠) =
b̃(y/

p
Bth(t), ⇠/

p
Bth(t)p

Bth(t)

Linearised evolution of free-energy of the DP endpoint

Fluctuations are exactly Gaussian at all `times’ ⇒ fully characterized by:

R̄lin(t, y) =
cD

T

⇥
R⇠(y)� blin(t, y, ⇠)

⇤



Tilt KPZ evolution equation for the disorder free-energy F̄V (t, y)
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Initial condition:

Boundary condition:
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 Focus on the two-point correlators:
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Numerics: asymptotic 2-pt correlator of disorder free-energy
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 Shape of the asymptotic correlator:
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Numerics: asymptotic 2-pt correlator of disorder free-energy
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Numerics: temperature-dependent roughness
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a correlated disorder with ξ > 0, studied through the KPZ
equation that its free energy satisfies [31]. The latter re-
quires, however, the disorder to have a finite correlation length
along the internal direction z and bears by construction an
artifact at short lengthscales, these two aspects becoming
increasingly problematic at lower temperatures. Our numer-
ical approach bypasses these issues in order to provide a
reliable characterization, for the qEW dynamics (1), of the
temperature-dependent microscopic interplay we are inter-
ested in.

III. DISENTANGLING ROUGHNESS CONTRIBUTIONS

To characterize the geometrical fluctuations of the interface
we focus on the roughness function (also called “height-height
correlation function” in the context of growing surfaces [25]):

B(r = |y2 − y1|, t ) = 〈[u(y2, t ) − u(y1, t )]2〉. (4)

It quantifies the variance of the relative displacements of
the interface, as a function of the lengthscale r, and inherits
the translation invariance in y of the microscopic disorder.
For a clean system (Fp(y) = 0) we can compute analytically
the time dependence of this correlation for an infinite inter-
face [52,59]:

Bth(r, t ) = Tr
c

[
1 − 1√

πzr
(e−z2r2 − 1) − 2√

π

∫ zr

0
dt e−t2

]
,

(5)

where z =
√

η
8ct . At large times, (5) converges to the static

thermal roughness Bth(r) ≡ Tr
c . To disentangle different con-

tributions on B(r, t ), we introduce the excess roughness
Bdis = B − Bth, defined as the difference between the total
roughness and its analytical value in the clean case. Note
that for a finite size L with periodic boundary conditions, we
have Bth(r, L) = Tr

c (1 − r/L), thus predicting a saturation for
lengthscales r ! L/2 and a decrease of the roughness beyond
(also expected for the whole roughness function).

In Fig. 1 we show the evolution of B(r, t ) at a fixed tem-
perature in clean and disordered systems. For the clean case,
results match the analytical prediction (5). For the disordered
case, at very large times and large lengthscales, the power
law ∼ r2ζKPZ with ζKPZ = 2

3 , characteristic of a random-bond
disorder is reached. Note, however, that already after t = 103

the roughness has converged at short lengthscales (r ! 20).
In Fig. 2(a) we show B(r, T ) at fixed large time t = 106

averaged over 50 realizations [60]. To increase the statistics,
for each realization that evolved for a time 106, we included
100 more configurations equally spaced in time intervals of
103. This procedure allows us to increase the statistics for
lengthscales at which the interface has already equilibrated.
In Fig. 2(b) we report the corresponding excess roughness
Bdis(r, T ) at different temperatures. The numerical data show
the existence of a power-law regime of Bdis(r, T ) character-
ized by an exponent ζdis. This regime, which can be obscured
by the existence of the large thermal component of the rough-
ness, is nevertheless present and universal [61], and results
from the interplay between the finite correlation of the disor-
der and the thermal fluctuations. As we discuss in Sec. IV
and Sec. V, besides the existence of the regime itself, the

FIG. 2. (a) Roughness of interfaces evolving in a spatially corre-
lated disorder, for different temperatures T . Each curve corresponds
to an average over realizations that evolved with the qEW dynam-
ics (1) for a time t = 106 starting from a flat initial condition. Dashed
lines represent the roughness (5) in absence of disorder. (b) Corre-
sponding excess roughness Bdis(r) due to disorder, obtained as the
difference between the total roughness and the thermal roughness (5).
The decrease beyond r = L/2 is an artifact of the periodic boundary
conditions. Our numerical study shows the existence of a power-law
regime for the excess roughness at small scales, characterized by an
exponent ζdis.

value of the exponent ζdis has important consequences for the
temperature dependence of the roughness.

A fit of Bdis(r) with a power law ∼ r2ζdis in the regime
of small values of r gives an exponent ζdis = 0.91 with a
temperature-dependent amplitude. Given the importance of
estimating if ζdis = 1, we now explore this issue. This result
is further detailed in Fig. 3, where the rescaling of Bdis with
the power law r2ζdis is shown. The collapse of the curves is
very sensitive to the precise value of the exponent and allows
us to rule out with a high confidence a value of ζdis = 1
(see Appendix C). Interestingly, the only currently available
analytical predictions give ζdis = ζ th

dis ≡ 1, in distinct methods:
a finite-temperature perturbative approach [32] and two dif-
ferent computations based on a Gaussian variational method
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c (1 − r/L), thus predicting a saturation for
lengthscales r ! L/2 and a decrease of the roughness beyond
(also expected for the whole roughness function).
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law ∼ r2ζKPZ with ζKPZ = 2
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100 more configurations equally spaced in time intervals of
103. This procedure allows us to increase the statistics for
lengthscales at which the interface has already equilibrated.
In Fig. 2(b) we report the corresponding excess roughness
Bdis(r, T ) at different temperatures. The numerical data show
the existence of a power-law regime of Bdis(r, T ) character-
ized by an exponent ζdis. This regime, which can be obscured
by the existence of the large thermal component of the rough-
ness, is nevertheless present and universal [61], and results
from the interplay between the finite correlation of the disor-
der and the thermal fluctuations. As we discuss in Sec. IV
and Sec. V, besides the existence of the regime itself, the

FIG. 2. (a) Roughness of interfaces evolving in a spatially corre-
lated disorder, for different temperatures T . Each curve corresponds
to an average over realizations that evolved with the qEW dynam-
ics (1) for a time t = 106 starting from a flat initial condition. Dashed
lines represent the roughness (5) in absence of disorder. (b) Corre-
sponding excess roughness Bdis(r) due to disorder, obtained as the
difference between the total roughness and the thermal roughness (5).
The decrease beyond r = L/2 is an artifact of the periodic boundary
conditions. Our numerical study shows the existence of a power-law
regime for the excess roughness at small scales, characterized by an
exponent ζdis.

value of the exponent ζdis has important consequences for the
temperature dependence of the roughness.

A fit of Bdis(r) with a power law ∼ r2ζdis in the regime
of small values of r gives an exponent ζdis = 0.91 with a
temperature-dependent amplitude. Given the importance of
estimating if ζdis = 1, we now explore this issue. This result
is further detailed in Fig. 3, where the rescaling of Bdis with
the power law r2ζdis is shown. The collapse of the curves is
very sensitive to the precise value of the exponent and allows
us to rule out with a high confidence a value of ζdis = 1
(see Appendix C). Interestingly, the only currently available
analytical predictions give ζdis = ζ th

dis ≡ 1, in distinct methods:
a finite-temperature perturbative approach [32] and two dif-
ferent computations based on a Gaussian variational method
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well-studied random-manifold regime (ζKPZ), and a vanishing
thermal regime at r ! r1 ∼ T 1/[1−2(1−ζdis )] [66]. By studying
the lengthscale r1 (see Appendix E), we find our numerical
results to be compatible with a scaling ζdis ≈ 0.91, but not
with ζdis = ζ th

dis = 1.
Physically, the characteristic lengthscales {Lc, r0, r1} and

the energy scale Ẽ = T/ f are related to the microscopic inter-
play between temperature and disorder. The Larkin length can
be deduced from asymptotically large lengthscales, easier to
access analytically and experimentally, hence its crucial role
in previous studies [19,21,29,30,44,62]. In this paper, we ar-
gue instead that it stems as a consequence of short-lengthscale
properties, usually hidden below experimental resolution, that
one can nevertheless investigate via the excess roughness due
to disorder. We expect this scenario—relating the microscopic
interplay to the quantitative amplitude of the macroscopic
fluctuations—to be valid beyond the specific interface (1D
qEW) we considered.

V. IMPLICATIONS FOR OTHER KPZ-RELATED
PROBLEMS

The relevance of these results extends well beyond the sole
equilibrium 1D interface, thanks to the exact mapping onto
the so-called 1 + 1 directed polymer (DP) and the KPZ set-
tings [33,67]. An interface segment can be seen as a polymer
growing along a DP “time”: fixing an extremity of the DP at
the origin [i.e., u(0) = 0], its endpoint distribution encodes,
at a fixed “time” r, the geometrical fluctuations of an equi-
librated interface at a lengthscale r and in a given disorder
realization. The DP free energy, i.e., the logarithm of this
distribution, then obeys a KPZ equation with a “time” r and
a spatially correlated noise Vp (our random potential), with
a “sharp-wedge” initial condition [67]. In this language, the
asymptotic random-manifold scaling at r → ∞ describes the
approach to the KPZ steady-state regime, and the microscopic
interplay at short lengthscales corresponds to the KPZ evolu-
tion at short “times.”

The DP formulation allows one to disentangle the ther-
mal and sample-to-sample fluctuations (thermal and disorder
averages, respectively). It provides in particular a natural de-
composition of the roughness as B(r) = Bth(r) + Bdis(r), with
a direct definition of the excess roughness as the second dis-
order cumulant Bdis(r) = 〈u(r) − u(0)〉2

c
[68]. Such writing

in fact encodes a more general decomposition: in a given
disorder realization, the DP free energy can be decomposed as
the sum of a purely thermal contribution (that remembers the
initial condition u(0) = 0) and a disorder contribution (that
is invariant by translation in distribution and thus forgets—
statistically—the initial condition). Such a manifestation of
the so-called “statistical tilt symmetry” (STS) (valid at ξ =
0 and ξ > 0 [69]) means that Bdis(r) directly encodes the
two-point correlations of the DP endpoint when the ther-
mal fluctuations (that fully capture the initial condition) have
been subtracted. This explains why Bdis(r) gives access to a
regime of fluctuations that is inherent to disorder and that, in
spite of its seemingly artificial definition, it bears a bona fide
physical content. We expect that the excess roughness Bdis(r)
can be generalized to other systems presenting STS (e.g., for

FIG. 4. Summary of the crossover scales at high vs low tem-
perature for the equilibrated 1D qEW interface. Red (respectively
blue) arrows indicate how crossover scales change when the temper-
ature increases (respectively decreases), in both temperature regimes.
We always have r0 ! Lc. Note that assuming ξ = 0 corresponds to
setting Tc = 0, in which case we could account only for the high-
temperature regime.

interfaces in higher dimensions or that are discretized in the
longitudinal direction).

The DP free-energy steady-state properties at ξ > 0
have been studied through nonperturbative functional-
renormalization-group [45], but the understanding of the
short-DP-“time” regime is incomplete, either through varia-
tional [70], perturbative [71], or indirect [72] approaches. On
the numerical side, we have previously reported in Ref. [31]
an apparent power-law behavior for Bdis at short lengthscales,
with ζdis ∈ [2, 2.5] depending on the temperature. These ex-
ponent values cannot be directly compared to the one found
in the present paper for two reasons. (1) In Ref. [31], a singu-
larity at initial KPZ “time,” due to the approach used, had to
be amended through a short-time regularization that can affect
Bdis in that regime. (2) In Ref. [31], the disorder presented a
finite correlation length ξz in the internal direction, with ξz ≈ 1
so that r0 ≈ ξz; this is at odds with the assumption ξz = 0
inherent to Eq. (2), especially because ξz is larger than the
typical lengthscales of the regime studied in the present paper.
In fact, addressing these issues partly triggered the present
study, whose settings also have the advantage to apply to
generic nonstationarized interfaces (and not exclusively to the
specific static 1D interface of Ref. [31]).

The scope of the results obtained in the present paper can
thus be extended as follows. Consider the two-point correlator
of the derivative of the DP free energy at “time” r. It is a
central quantity that encodes the scalings of the amplitude of
the KPZ field. Strictly at ξ = 0, it contains a singular Dirac
δ contribution, that is rounded at finite ξ > 0: its properties
thus reflect how the disorder correlation length ξ affects the
KPZ scaling. In Ref. [30], it was shown that scale r0 corre-
sponds to the typical DP “time” at which the maximum of
this correlator saturates to its steady-state value. The short-
lengthscale power-law regime of Bdis(r) governed by ζdis that
we uncovered describes how the DP free-energy (i.e., the
KPZ field) distribution evolves at short times. This indicates
that, to access the KPZ scalings at short times, one needs to
disentangle the disorder from the thermal fluctuations, and
that this happens in the scale-invariant regime governed by
ζdis.

Since r0 → 0 as T → 0, the range of this regime vanishes
in high-temperature limit T ) Tc (see Fig. 4). Nevertheless,
already in this limit, the KPZ equation at short times with dif-
ferent initial conditions displays distinct large deviations [73]:
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FIG. 5. For a fixed coordinate y, the random potential Vp(y, u) is
generated by a linear interpolation between random numbers taken
from a uniform distribution with zero mean (orange crosses). The
associated pinning force Fp is obtained from the associated piecewise
derivative Fp(y, u) = −∂uVp(y, u).

derivative

Fp(u) = −Uk+1 − Uk

"u
(A3)

with k = "u/"u# as above.
For our simulations we sort each reference value Uk from

a uniform distribution on the interval [− ε
2 , ε

2 ], with ε > 0. It
has consequently a zero mean and a variance

D0 ≡ (Uk )2 = ε2

12
. (A4)

To keep the discussion general, thereafter we generically de-
note the variance of Uk as a control parameter D0. In addition,
we discuss in Appendix D how choosing an alternative distri-
bution P (Uk ) (nonuniform but with the same variance) leads
to physically consistent results.

2. Piecewise linear force correlator

We start by defining the intermediate two-point correlator
of the force as

"(2)
ξ (u1, u2) = Fp(u1)Fp(u2). (A5)

Because it is associated to the specific set of intervals
u ∈ [k"u, (k + 1)"u] with k = "u/"u#, it is important to no-
tice that it is not invariant by translation along the u direction.
Indeed, pairs of points (u1, u2) separated by a same distance
u = u2 − u1 can either lie in the same interval [k"u, (k +
1)"u] or not.

One has in fact three possibilities: if (u1, u2) are
(1) In the same interval, one has

"(2)
ξ (u1, u2) = 2(Ui )2 = 2D0

"u2
; (A6)

(2) In adjacent intervals [(k − 1)"u, k"u] and
[k"u, (k + 1)"u]:

"(2)
ξ (u1, u2) = −(Ui )2 = − D0

"u2
; (A7)

FIG. 6. Numerical evaluation of the pinning force correlator for
100 different disorder realizations with ε = 1 (gray lines) and its
average (pink). In black dashed line we show "ξ (u), the expected
correlator given by Eq. (A10) with D0 = 1/12. In the inset, we show
the adimensionalized force correlator "adim(û) connecting the values
of Eqs. (A11)–(A13).

(3) In more distant intervals [k"u, (k + 1)"u] and
[ j"u, ( j + 1)"u] with |k − j| ! 2:

"(2)
ξ (u1, u2) = 0. (A8)

Henceforth we use that ξ = "u to emphasize the explicit
dependence on the correlation length ξ .

To recover a translation-invariant correlator, as required in
the definitions (A1), one must average the intermediate corre-
lator "(2)

ξ (u1, u2) over all pairs of points (u1, u2) separated by
the same distance u:

"ξ (u) =
∫

R2
du1du2 δ(u2 − u1 − u) "(2)

ξ (u1, u2). (A9)

One finds by an explicit computation

"ξ (u) = D0

ξ 2
"adim

(
u/ξ

)
(A10)

with "adim(û) the piecewise linear continuous function that
connects the values:

"adim(û) = 2 for û = 0, (A11)

"adim(û) = −1 for |û| = 1, (A12)

"adim(û) = 0 for |û| " 2. (A13)

The complete function is plotted in the inset of Fig. 6.
As a self-consistent validation of our procedure, we evalu-

ated numerically the correlator "ξ (u), and as shown in Fig. 6
we find an excellent agreement with the expression (A10).

3. Correlators in Fourier space and disorder strength

One can check that
∫
R dû "adim(û) = 0, as expected for

the “random-bond” disorder we consider. To access the dis-
order strength D, we switch to Fourier space where we
can more easily exploit the relation between the correlators
"ξ (u) = −DR′′

ξ (u) from Eq. (A1).
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Roughness regimes & characteristic crossover scales
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Wrapping-up this section

 Focus on disorder free-energy:   effective disorder at a given lengthscale or DP ‘time’

 ⇒ ‘Time’-dependence & asymptote of the 2-pt correlator 
 ⇒ Tilted 1D KPZ equation with spatially-correlated noise & flat initial condition
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R̄(t, y) = @yF̄V (t, y)@yF̄V (t, 0)

 Physical motivation:   study of interfaces, roughness regimes (exponents, amplitude, crossover scales)
 ⇒ how to extract information on the microscopic disorder, beyond universal scalings

 Exact mapping:   static 1D interface with short-range elasticity & spatially-correlated disorder
 ⇒ 1+1 Directed Polymer (DP) free-energy endpoint
 ⇒ 1D KPZ equation with spatially-correlated noise & ‘sharp-wedge’ initial condition
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R̄(t, y) = eD [R⇠(y)� b(t, y, ⇠)]
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R̄sat(y)
= eD1 ·R⇠(y)

 ⇒ Still open issue (from an exact perspective):
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R⇠(y) = F [R⇠(y), T ]
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eD(T, ⇠)

 Asymptotic shape

 Asymptotic amplitude

 Full ‘time’-dependence

E. Agoritsas & V. Lecomte, J. Phys. A 50, 104001 (2017) 
S. Mathey, E. Agoritsas, T. Kloss, V. Lecomte, & L. Canet, Phys. Rev. E 95, 032117 (2017)

 Complementary studies: scaling analysis & non-perturbative function renormalisation approach (NP-FRG)



Non-perturbative functional renormalization group (NP-FRG) study

S. Mathey, E. Agoritsas, T. Kloss, V. Lecomte, & L. Canet, Phys. Rev. E 95, 032117 (2017)

NP-FRG for 1D KPZ in a nutshell:

• RG ‘à la Wilson’, scale-dependent effective action:

KARDAR-PARISI-ZHANG EQUATION WITH SHORT-RANGE . . . PHYSICAL REVIEW E 95, 032117 (2017)

by

W (τ,r) = 〈[h(τ,r) − h(0,0)]2〉c
= 2[C(0,0) − C(τ,r)]. (5)

Time-translational invariance in space and time is assumed.
Note that the time variable τ is a time difference in the
stationary state. For the standard KPZ dynamics (ξ = 0),
this correlation function exhibits scale invariance on large
spatiotemporal scales, where it takes the scaling form

C(τ,r) = r2χg

(
τ

rz

)
, (6)

with r = |r|. Here χ and z are the universal roughness and
dynamical critical exponents, respectively, and g is a universal
scaling function. In one dimension, the exponents take the
exact values χ = 1/2 and z = 3/2.

B. The KPZ field theory

The stationary state of the stochastic KPZ equation (3) is
described by the generating functional (in the path integral
representation)

Z[J,J̃ ]=
〈

exp
(∫

t,x
(hJ + h̃J̃ )

)〉

=
∫

D[h,I h̃] exp
(
−S[h,h̃]+

∫

t,x
(hJ + h̃J̃ )

)
, (7)

where the space-time dependence of the fields inside local
integrals is implicit. Here S[h,h̃] is the Martin-Siggia-Rose
Janssen–de Dominicis action [108–112]

S[h,h̃] =
∫

t,x
h̃

(
∂t h − 1

2
[∇h]2 − ∇2h

)

−
∫

t,x1,x2

h̃(t,x1)Rξ (x1 − x2)h̃(t,x2), (8)

which depends on the height field h as well as the usual
response field h̃. The nonlocal term in Eq. (8) arises because
of the presence of the correlated noise (ξ > 0). Terms related
to initial conditions are neglected since we focus exclusively
on the stationary state.

The KPZ action (8) possesses several symmetries. Apart
from space-time translation and space rotation invariance,
S[h,h̃] is invariant under the following infinitesimal (terms
of order v2 and higher are neglected) field transformations:

h′(t,x) = h(t,x) + c,

h̃′(t,x) = h̃(t,x), (9a)

h′(t,x) = h(t,x + vt) + v · x,

h̃′(t,x) = h̃(t,x + vt). (9b)

For a 1D interface and uncorrelated noise ξ = 0, the
additional discrete transformation [102]

h′(t,x) = −h(−t,x),

h̃′(t,x) = h̃(−t,x) + ∇2h(−t,x) (10)

is also a symmetry. These transformations encode vertical
shifts of the interface (9a), Galilean boosts (9b), and time

reversal (10). Moreover, the Galilean and shift symmetries can
be gauged in time, considering c(t) and v(t) as infinitesimal
time-dependent quantities. The KPZ action S[h,h̃] is no
longer invariant under the gauged transformations, but its
change S[h,h̃] − S[h′,h̃′] is linear in the fields. This provides
generalized Ward identities with a stronger content than in
the standard (nongauged) case [104,113]. These symmetries
play an important role in devising an accurate approxima-
tion scheme in the NPFRG framework (see Sec. II D). We
emphasize that the correlated noise explicitly breaks the
time-reversal symmetry (10). Similarly, a temporal correlation
of the noise δ(t − t ′) → Rξτ

(t − t ′) would break the Galilean
symmetry (9b) [40,49,114–116].

C. Nonperturbative functional renormalization group

The NPFRG is a nonperturbative incarnation of the RG
(see [71–75] and references therein for reviews and in partic-
ular [87,88] for applications of the NPFRG to nonequilibrium
systems). It relies on Wilson’s view of the RG [117–119]
and consists in constructing a scale-dependent effective action
&k[ϕ,ϕ̃] where small spatial scales are integrated out. That is,
schematically,

e−&k [ϕ,ϕ̃] =
∫

D[h,I h̃]
p>k

e−S[h,h̃], (11)

where Fourier modes with p ! k are frozen. Here k is the
momentum scale that separates small- (p > k) and large-scale
(p < k) spatial fluctuations and ϕ ≡ 〈h〉 and ϕ̃ ≡ 〈h̃〉 are the
expectation values of the fields. In practice, the coarse graining
is achieved in a smooth way. To this end, a cutoff, or regulator,
term2

(Sk[h,h̃] = 1
2

∫

ω, p
hi(ω, p)Rk,ij ( p)hj (−ω,− p) (12)

is added to the action (8). The hi for i = 1,2 label the field
h and response field h̃, respectively, and repeated indices are
summed over. The cutoff matrix Rk provides a momentum-
dependent mass term to the theory. Its elements are required
to be of order k (or higher) for p " k and to vanish for
p # k. The regulator Rk must also vanish when the RG
scale k is sent to 0. Apart from these constraints, it can
be chosen freely and will be specified in Eq. (20) below.
The flowing effective action &k[ϕ,ϕ̃] is defined (up to the
additive (Sk term) as the Legendre transform of the logarithm
of the generating functional of the coarse-grained theory
Wk[J,J̃ ] = ln(Zk[J,J̃ ]):

Zk[J,J̃ ] =
∫

D[h,I h̃] exp
(

−S − (Sk +
∫

t,x
(hJ + h̃J̃ )

)
,

&k[ϕ,ϕ̃] + (Sk[ϕ,ϕ̃] := Sup
J,J̃

{∫

t,x
(ϕJ + ϕ̃J̃ ) − Wk[J,J̃ ]

}
.

(13)

The addition of the (Sk term ensures that &k interpolates (as
the RG scale k is decreased from the UV scale3 * to zero)

3Here * can be interpreted as the inverse lattice length of a discrete
system.
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in between microscopic and macroscopic physics. The bare
action (8) is recovered in the limit of large k = ! and the full
one-particle irreducible effective action (which is analogous
to the Gibbs free energy in thermodynamics) is obtained in the
limit k → 0 where the cutoff is removed

"k→![ϕ,ϕ̃] = S[ϕ,ϕ̃], "k→0[ϕ,ϕ̃] = "[ϕ,ϕ̃]. (14)

The definition of the Legendre transformation (13) relates
the sources J,J̃ to the fields ϕ,ϕ̃ through

δWk[J,J̃ ]
δJi(t,x)

= ϕi(t,x), (15a)

δ"k[ϕ,ϕ̃]
δϕi(t,x)

= Ji(t,x) − δ%Sk[ϕ,ϕ̃]
δϕi(t,x)

. (15b)

The (connected) two-point correlation and response func-
tions at scale k,

Gk,ij (t − t ′,x − x′) = 〈hi(t,x)hj (t ′,x′)〉c, (16)

are given by the operator inverse of the second field derivative
of "k + %Sk ,

Gk = 1

"
(2)
k + Rk

, (17)

with the notation

"
(2)
k,ij (t − t ′,x − x′) = δ2"k[ϕ,ϕ̃]

δϕi(t,x)δϕj (t ′,x′)
. (18)

Because of space-time translational invariance, the second
field derivative of "k is diagonal in momentum space. This
implies that the Fourier transform of C(τ,r) [Eq. (4)] is simply
obtained from the matrix inverse of "

(2)
k (ω, p) in the limit

k → 0 as

C(ω, p) =
[
"

(2)
k,ij (ω, p)

]−1
11 . (19)

In principle, the choice of the regulator matrix does not
affect the end results. However, in practice, approximations
introduce a spurious dependence on Rk . Since symmetries
provide strong constraints on the space of solutions of the
RG flow equations, an important requirement is that %Sk[h,h̃]
preserves the symmetries of the theory. We choose

Rk( p) = α

ep2/k2 − 1

(
0 ν(k)p2

ν(k)p2 −2D(k)

)
, (20)

where ν(k) and D(k) are two coefficients that depend on the RG
scale k. They will be defined in the next section in Eq. (30). The
coefficient α is a free parameter that can be tuned to minimize
the errors at a given order of approximation [120,121] (see
Appendix B). Note that Rk,ij has the same tensor structure as
the bare propagator (second field derivative of S[h,h̃]) and does
not depend on frequency. This ensures that the coarse-grained
theory is causal and that the flow preserves the Galilean and
shift symmetries (9) and also, when d = 1 and ν(k) = D(k),
the time-reversal symmetry (10) [104].

The evolution of the effective action "k with the RG scale
is given by an exact equation [70]

k∂k"k[ϕ,ϕ̃] = 1
2

Tr

[
k∂kRk

"
(2)
k [ϕ,ϕ̃] + Rk

]

, (21)

with its initial condition corresponding to the bare KPZ
action (8), as stated by Eq. (14). The trace operation on
the right-hand side stands for the usual trace over field and
space-time indices

Tr[A] =
∑

i

∫

t,x
Aii(t,x). (22)

Equation (21) provides a scheme to include fluctuations
gradually starting with the small-scale fluctuations and reach-
ing the thermodynamic limit (k → 0). At intermediate values
of k, "k plays different roles for large and small momenta
(compared to k). Derivatives of "k with respect to fields with
small momenta (p & k) yield the kinetic term and the vertices
of an effective action that can be used [instead of the original
bare action (8)] to compute large-scale correlation functions.
On the other hand, when the momenta are large (p ' k),
the derivatives of "k quickly lose their dependence on k and
saturate to their physical values (as k is lowered further). In
this regime correlation functions are computed directly (with
no further functional integration) by the procedure outlined
above [Eqs. (17) and (19)].

Note that the UV cutoff scale should (in principle) be
taken to infinity to describe the continuous KPZ equation.
In practice, it is sufficient to choose it to be much larger than
all the momentum scales that are resolved. In particular, one
must have ! ' 1/ξ to probe the structure of the microscopic
noise. Conversely, when ξ & 1/!, the δ-correlated case is
effectively described.

D. Approximation scheme

Equation (21) combined with Eqs. (14) provides a differen-
tial equation and an initial condition (at k → !). In principle,
"k[ϕ,ϕ̃] can hence be determined for all values of k. However,
Eq. (21) is a functional partial differential equation that cannot
be solved exactly. It couples derivatives of "k of order n to
derivatives of order n + 1 and n + 2 and generates an infinite
hierarchy of equations relating all the correlation functions of
the problem.

Here we use a very successful approximation scheme
developed for the KPZ equation with δ-correlated noise (ξ = 0)
[105]; that is inspired by the Blaizot-Mendez-Wschebor
approximation [79,122], but rendered compatible with the
constraining symmetries of the KPZ action (see, e.g., [104]
for a detailed description). A practical way to implement this
scheme is to construct an ansatz for the flowing effective
action "k , which automatically preserves the gauged Galilean
symmetry, by using explicitly Galilean invariant building
blocks. In particular, this involves the covariant time derivative

D̃t = ∂t − ∇ϕ · ∇, (23)

which preserves the invariance under Galilean transformation.
When it is truncated to second order in the response field ϕ̃,
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in between microscopic and macroscopic physics. The bare
action (8) is recovered in the limit of large k = ! and the full
one-particle irreducible effective action (which is analogous
to the Gibbs free energy in thermodynamics) is obtained in the
limit k → 0 where the cutoff is removed

"k→![ϕ,ϕ̃] = S[ϕ,ϕ̃], "k→0[ϕ,ϕ̃] = "[ϕ,ϕ̃]. (14)

The definition of the Legendre transformation (13) relates
the sources J,J̃ to the fields ϕ,ϕ̃ through

δWk[J,J̃ ]
δJi(t,x)

= ϕi(t,x), (15a)

δ"k[ϕ,ϕ̃]
δϕi(t,x)

= Ji(t,x) − δ%Sk[ϕ,ϕ̃]
δϕi(t,x)

. (15b)

The (connected) two-point correlation and response func-
tions at scale k,

Gk,ij (t − t ′,x − x′) = 〈hi(t,x)hj (t ′,x′)〉c, (16)

are given by the operator inverse of the second field derivative
of "k + %Sk ,

Gk = 1

"
(2)
k + Rk

, (17)

with the notation

"
(2)
k,ij (t − t ′,x − x′) = δ2"k[ϕ,ϕ̃]

δϕi(t,x)δϕj (t ′,x′)
. (18)

Because of space-time translational invariance, the second
field derivative of "k is diagonal in momentum space. This
implies that the Fourier transform of C(τ,r) [Eq. (4)] is simply
obtained from the matrix inverse of "

(2)
k (ω, p) in the limit

k → 0 as

C(ω, p) =
[
"

(2)
k,ij (ω, p)

]−1
11 . (19)

In principle, the choice of the regulator matrix does not
affect the end results. However, in practice, approximations
introduce a spurious dependence on Rk . Since symmetries
provide strong constraints on the space of solutions of the
RG flow equations, an important requirement is that %Sk[h,h̃]
preserves the symmetries of the theory. We choose

Rk( p) = α

ep2/k2 − 1

(
0 ν(k)p2

ν(k)p2 −2D(k)

)
, (20)

where ν(k) and D(k) are two coefficients that depend on the RG
scale k. They will be defined in the next section in Eq. (30). The
coefficient α is a free parameter that can be tuned to minimize
the errors at a given order of approximation [120,121] (see
Appendix B). Note that Rk,ij has the same tensor structure as
the bare propagator (second field derivative of S[h,h̃]) and does
not depend on frequency. This ensures that the coarse-grained
theory is causal and that the flow preserves the Galilean and
shift symmetries (9) and also, when d = 1 and ν(k) = D(k),
the time-reversal symmetry (10) [104].

The evolution of the effective action "k with the RG scale
is given by an exact equation [70]

k∂k"k[ϕ,ϕ̃] = 1
2

Tr

[
k∂kRk

"
(2)
k [ϕ,ϕ̃] + Rk

]

, (21)

with its initial condition corresponding to the bare KPZ
action (8), as stated by Eq. (14). The trace operation on
the right-hand side stands for the usual trace over field and
space-time indices

Tr[A] =
∑

i

∫

t,x
Aii(t,x). (22)

Equation (21) provides a scheme to include fluctuations
gradually starting with the small-scale fluctuations and reach-
ing the thermodynamic limit (k → 0). At intermediate values
of k, "k plays different roles for large and small momenta
(compared to k). Derivatives of "k with respect to fields with
small momenta (p & k) yield the kinetic term and the vertices
of an effective action that can be used [instead of the original
bare action (8)] to compute large-scale correlation functions.
On the other hand, when the momenta are large (p ' k),
the derivatives of "k quickly lose their dependence on k and
saturate to their physical values (as k is lowered further). In
this regime correlation functions are computed directly (with
no further functional integration) by the procedure outlined
above [Eqs. (17) and (19)].

Note that the UV cutoff scale should (in principle) be
taken to infinity to describe the continuous KPZ equation.
In practice, it is sufficient to choose it to be much larger than
all the momentum scales that are resolved. In particular, one
must have ! ' 1/ξ to probe the structure of the microscopic
noise. Conversely, when ξ & 1/!, the δ-correlated case is
effectively described.

D. Approximation scheme

Equation (21) combined with Eqs. (14) provides a differen-
tial equation and an initial condition (at k → !). In principle,
"k[ϕ,ϕ̃] can hence be determined for all values of k. However,
Eq. (21) is a functional partial differential equation that cannot
be solved exactly. It couples derivatives of "k of order n to
derivatives of order n + 1 and n + 2 and generates an infinite
hierarchy of equations relating all the correlation functions of
the problem.

Here we use a very successful approximation scheme
developed for the KPZ equation with δ-correlated noise (ξ = 0)
[105]; that is inspired by the Blaizot-Mendez-Wschebor
approximation [79,122], but rendered compatible with the
constraining symmetries of the KPZ action (see, e.g., [104]
for a detailed description). A practical way to implement this
scheme is to construct an ansatz for the flowing effective
action "k , which automatically preserves the gauged Galilean
symmetry, by using explicitly Galilean invariant building
blocks. In particular, this involves the covariant time derivative

D̃t = ∂t − ∇ϕ · ∇, (23)

which preserves the invariance under Galilean transformation.
When it is truncated to second order in the response field ϕ̃,
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in between microscopic and macroscopic physics. The bare
action (8) is recovered in the limit of large k = ! and the full
one-particle irreducible effective action (which is analogous
to the Gibbs free energy in thermodynamics) is obtained in the
limit k → 0 where the cutoff is removed

"k→![ϕ,ϕ̃] = S[ϕ,ϕ̃], "k→0[ϕ,ϕ̃] = "[ϕ,ϕ̃]. (14)

The definition of the Legendre transformation (13) relates
the sources J,J̃ to the fields ϕ,ϕ̃ through

δWk[J,J̃ ]
δJi(t,x)

= ϕi(t,x), (15a)

δ"k[ϕ,ϕ̃]
δϕi(t,x)

= Ji(t,x) − δ%Sk[ϕ,ϕ̃]
δϕi(t,x)

. (15b)

The (connected) two-point correlation and response func-
tions at scale k,

Gk,ij (t − t ′,x − x′) = 〈hi(t,x)hj (t ′,x′)〉c, (16)

are given by the operator inverse of the second field derivative
of "k + %Sk ,

Gk = 1

"
(2)
k + Rk

, (17)

with the notation

"
(2)
k,ij (t − t ′,x − x′) = δ2"k[ϕ,ϕ̃]

δϕi(t,x)δϕj (t ′,x′)
. (18)

Because of space-time translational invariance, the second
field derivative of "k is diagonal in momentum space. This
implies that the Fourier transform of C(τ,r) [Eq. (4)] is simply
obtained from the matrix inverse of "

(2)
k (ω, p) in the limit

k → 0 as

C(ω, p) =
[
"

(2)
k,ij (ω, p)

]−1
11 . (19)

In principle, the choice of the regulator matrix does not
affect the end results. However, in practice, approximations
introduce a spurious dependence on Rk . Since symmetries
provide strong constraints on the space of solutions of the
RG flow equations, an important requirement is that %Sk[h,h̃]
preserves the symmetries of the theory. We choose

Rk( p) = α

ep2/k2 − 1

(
0 ν(k)p2

ν(k)p2 −2D(k)

)
, (20)

where ν(k) and D(k) are two coefficients that depend on the RG
scale k. They will be defined in the next section in Eq. (30). The
coefficient α is a free parameter that can be tuned to minimize
the errors at a given order of approximation [120,121] (see
Appendix B). Note that Rk,ij has the same tensor structure as
the bare propagator (second field derivative of S[h,h̃]) and does
not depend on frequency. This ensures that the coarse-grained
theory is causal and that the flow preserves the Galilean and
shift symmetries (9) and also, when d = 1 and ν(k) = D(k),
the time-reversal symmetry (10) [104].

The evolution of the effective action "k with the RG scale
is given by an exact equation [70]

k∂k"k[ϕ,ϕ̃] = 1
2

Tr

[
k∂kRk

"
(2)
k [ϕ,ϕ̃] + Rk

]

, (21)

with its initial condition corresponding to the bare KPZ
action (8), as stated by Eq. (14). The trace operation on
the right-hand side stands for the usual trace over field and
space-time indices

Tr[A] =
∑

i

∫

t,x
Aii(t,x). (22)

Equation (21) provides a scheme to include fluctuations
gradually starting with the small-scale fluctuations and reach-
ing the thermodynamic limit (k → 0). At intermediate values
of k, "k plays different roles for large and small momenta
(compared to k). Derivatives of "k with respect to fields with
small momenta (p & k) yield the kinetic term and the vertices
of an effective action that can be used [instead of the original
bare action (8)] to compute large-scale correlation functions.
On the other hand, when the momenta are large (p ' k),
the derivatives of "k quickly lose their dependence on k and
saturate to their physical values (as k is lowered further). In
this regime correlation functions are computed directly (with
no further functional integration) by the procedure outlined
above [Eqs. (17) and (19)].

Note that the UV cutoff scale should (in principle) be
taken to infinity to describe the continuous KPZ equation.
In practice, it is sufficient to choose it to be much larger than
all the momentum scales that are resolved. In particular, one
must have ! ' 1/ξ to probe the structure of the microscopic
noise. Conversely, when ξ & 1/!, the δ-correlated case is
effectively described.

D. Approximation scheme

Equation (21) combined with Eqs. (14) provides a differen-
tial equation and an initial condition (at k → !). In principle,
"k[ϕ,ϕ̃] can hence be determined for all values of k. However,
Eq. (21) is a functional partial differential equation that cannot
be solved exactly. It couples derivatives of "k of order n to
derivatives of order n + 1 and n + 2 and generates an infinite
hierarchy of equations relating all the correlation functions of
the problem.

Here we use a very successful approximation scheme
developed for the KPZ equation with δ-correlated noise (ξ = 0)
[105]; that is inspired by the Blaizot-Mendez-Wschebor
approximation [79,122], but rendered compatible with the
constraining symmetries of the KPZ action (see, e.g., [104]
for a detailed description). A practical way to implement this
scheme is to construct an ansatz for the flowing effective
action "k , which automatically preserves the gauged Galilean
symmetry, by using explicitly Galilean invariant building
blocks. In particular, this involves the covariant time derivative

D̃t = ∂t − ∇ϕ · ∇, (23)

which preserves the invariance under Galilean transformation.
When it is truncated to second order in the response field ϕ̃,
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the ansatz obtained with this procedure is

!k[ϕ,ϕ̃] =
∫

t,x

[
ϕ̃f λ

k

(
∂tϕ − 1

2
[∇ϕ]2

)

− 1
2

(
∇2ϕf ν

k ϕ̃ + ϕ̃f ν
k ∇2ϕ

)
+ ϕ̃f D

k ϕ̃

]
. (24)

Here f X
k (with X ∈ {λ,ν,D}) are analytic functions of D̃t and

∇, which depend on the RG scale. They can be interpreted as
an effective nonlinearity, dissipation, and noise, respectively.
The bare action (8) is recovered when

f ν
&(ω, p) = 1, f λ

&(ω, p) = 1, f D
& (ω, p) = Rξ (p). (25)

When they are evaluated at a uniform and stationary config-
uration (ϕ = const and ϕ̃ = 0), the derivatives of !k[ϕ,ϕ̃] in
Fourier space become expressions depending onf X

k (ω, p), that
is, the operators D̃t and ∇ in f X

k are replaced by iω and −i p,

respectively. Note that the ansatz (24) contains arbitrary
powers of ϕ through the functional dependence of f X

k on the
covariant time derivative D̃t .

There are additional constraints on f X
k stemming from the

other symmetries. The gauged shift symmetry imposes

f λ
k (ω,0) = 1. (26)

For ξ = 0 and d = 1, the time-reversal symmetry (10) leads
to

f D
k = f ν

k , f λ
k = 1 (27)

such that there is only one independent function left in this
case.

In the following, we focus on the 1D case (vector symbols
are hence dropped). With the ansatz (24), the inverse propaga-
tor evaluated in a uniform and stationary configuration reads

!
(2)
k (ω,p) =

(
0 iωf λ

k (ω,p) + p2f ν
k (ω,p)

−iωf λ
k (ω,p) + p2f ν

k (ω,p) −2f D
k (ω,p)

)

. (28)

This is the most general form for !
(2)
k compatible with

the symmetry constraints and endowed with an arbitrary
dependence on ω and p. On the other hand, higher-order
vertices !

(n>2)
k are approximated.

When the ansatz for !k [Eq. (24)] is inserted into its exact
evolution equation (21), the RG flow can be projected onto the
flows of f X

k . This provides three partial differential equations
that can be solved numerically,

k∂kf
X
k (ω,p) = IX

k (ω,p) =
∫

f,q

JX
k (ω,p,f,q), (29)

where IX
k are nonlinear integral expressions depending on

f X
k , which can be found in Ref. [105]. They are obtained by

taking appropriate field derivatives of the right-hand side of the
exact flow equation (21) and replacing !k by its ansatz. The
trace in Eq. (21) produces integral equations with nonlinear
kernels JX

k .
The second-order (SO) approximation is further simplified

to the so-called next-to-leading-order (NLO) approximation,
introduced in Ref. [105]. It consists in partially truncating the
frequency dependence of f ν

k and f D
k by setting f X

k (),Q) =
f X

k (0,Q) in JX
k (ω,p,f,q) on the right-hand side of Eq. (29)

for any arguments Q = q,|p ± q| and similarly for ). This
simplification drastically reduces the computational cost of
solving Eq. (29) while still yielding reliable results (see [105]).
Moreover, in the presence of microscopic noise correlations
(ξ ! 0), we consider two independent flowing functions f ν

k

and f D
k since Eqs. (27) are not satisfied for ξ #= 0. However,

we still impose f λ
k = 1, following [105] (see also [123]).

To summarize, our approximation scheme consists of three
main points.

(i) The flowing effective action !k is expanded in powers
of ϕ̃ and only terms up to second order are retained. This is
the SO approximation level, which is essential to produce a
manageable set of flow equations. It amounts to assuming that
the fluctuations of the response field h̃ are Gaussian. Note that

this truncation is not applied to h since !k contains arbitrarily
high powers of ϕ. The second order was shown in Ref. [104]
to reproduce the exact results for the 1D scaling function when
ξ = 0 [124] with extreme accuracy.

(ii) The frequency dependence of f X
k is neglected in the

kernel JX
k , on the right-hand side of the flow equation (29).

This is the NLO approximation level. This approximation can
be assessed by comparing its outcome to the results of the SO
approximation alone. This was done for d = 1 in Ref. [105]
and only small differences were observed. This approximation
greatly speeds up the numerical solution of the flow equations
since it enables the analytical integration over the internal
frequencies f , in Eq. (29). Note that the bare frequency content
is preserved, so that f X

k still develops a nontrivial frequency
dependence. For d = 2 and 3 and ξ = 0, the exponents as well
as universal dimensionless ratios computed in Ref. [105] at
NLO are in close agreement with the outcome of numerical
simulations [106,107].

(iii) The function f λ
k is set to one. This approximation is

specific to one dimension because it is related to the time-
reversal symmetry (10). It ensures that if the long-distance
physics is described by a time-reversal symmetric IR fixed
point, then the latter is recovered exactly, whereas if f λ

k starts
flowing, it induces a small error on the fixed point properties.
See [123] for details.

III. UNIVERSAL AND NONUNIVERSAL FEATURES
OF THE TWO-POINT CORRELATION FUNCTION

A. Fixed point

In order to find RG fixed points and study scale invariance,
it is convenient to recast Eq. (29) in a dimensionless form. To
this end we define

ν(k) = f ν
k (0,0), D(k) = f D

k (0,0) (30)
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the ansatz obtained with this procedure is

!k[ϕ,ϕ̃] =
∫

t,x

[
ϕ̃f λ

k

(
∂tϕ − 1

2
[∇ϕ]2

)

− 1
2

(
∇2ϕf ν

k ϕ̃ + ϕ̃f ν
k ∇2ϕ

)
+ ϕ̃f D

k ϕ̃

]
. (24)

Here f X
k (with X ∈ {λ,ν,D}) are analytic functions of D̃t and

∇, which depend on the RG scale. They can be interpreted as
an effective nonlinearity, dissipation, and noise, respectively.
The bare action (8) is recovered when

f ν
&(ω, p) = 1, f λ

&(ω, p) = 1, f D
& (ω, p) = Rξ (p). (25)

When they are evaluated at a uniform and stationary config-
uration (ϕ = const and ϕ̃ = 0), the derivatives of !k[ϕ,ϕ̃] in
Fourier space become expressions depending onf X

k (ω, p), that
is, the operators D̃t and ∇ in f X

k are replaced by iω and −i p,

respectively. Note that the ansatz (24) contains arbitrary
powers of ϕ through the functional dependence of f X

k on the
covariant time derivative D̃t .

There are additional constraints on f X
k stemming from the

other symmetries. The gauged shift symmetry imposes

f λ
k (ω,0) = 1. (26)

For ξ = 0 and d = 1, the time-reversal symmetry (10) leads
to

f D
k = f ν

k , f λ
k = 1 (27)

such that there is only one independent function left in this
case.

In the following, we focus on the 1D case (vector symbols
are hence dropped). With the ansatz (24), the inverse propaga-
tor evaluated in a uniform and stationary configuration reads

!
(2)
k (ω,p) =

(
0 iωf λ

k (ω,p) + p2f ν
k (ω,p)

−iωf λ
k (ω,p) + p2f ν

k (ω,p) −2f D
k (ω,p)

)

. (28)

This is the most general form for !
(2)
k compatible with

the symmetry constraints and endowed with an arbitrary
dependence on ω and p. On the other hand, higher-order
vertices !

(n>2)
k are approximated.

When the ansatz for !k [Eq. (24)] is inserted into its exact
evolution equation (21), the RG flow can be projected onto the
flows of f X

k . This provides three partial differential equations
that can be solved numerically,

k∂kf
X
k (ω,p) = IX

k (ω,p) =
∫

f,q

JX
k (ω,p,f,q), (29)

where IX
k are nonlinear integral expressions depending on

f X
k , which can be found in Ref. [105]. They are obtained by

taking appropriate field derivatives of the right-hand side of the
exact flow equation (21) and replacing !k by its ansatz. The
trace in Eq. (21) produces integral equations with nonlinear
kernels JX

k .
The second-order (SO) approximation is further simplified

to the so-called next-to-leading-order (NLO) approximation,
introduced in Ref. [105]. It consists in partially truncating the
frequency dependence of f ν

k and f D
k by setting f X

k (),Q) =
f X

k (0,Q) in JX
k (ω,p,f,q) on the right-hand side of Eq. (29)

for any arguments Q = q,|p ± q| and similarly for ). This
simplification drastically reduces the computational cost of
solving Eq. (29) while still yielding reliable results (see [105]).
Moreover, in the presence of microscopic noise correlations
(ξ ! 0), we consider two independent flowing functions f ν

k

and f D
k since Eqs. (27) are not satisfied for ξ #= 0. However,

we still impose f λ
k = 1, following [105] (see also [123]).

To summarize, our approximation scheme consists of three
main points.

(i) The flowing effective action !k is expanded in powers
of ϕ̃ and only terms up to second order are retained. This is
the SO approximation level, which is essential to produce a
manageable set of flow equations. It amounts to assuming that
the fluctuations of the response field h̃ are Gaussian. Note that

this truncation is not applied to h since !k contains arbitrarily
high powers of ϕ. The second order was shown in Ref. [104]
to reproduce the exact results for the 1D scaling function when
ξ = 0 [124] with extreme accuracy.

(ii) The frequency dependence of f X
k is neglected in the

kernel JX
k , on the right-hand side of the flow equation (29).

This is the NLO approximation level. This approximation can
be assessed by comparing its outcome to the results of the SO
approximation alone. This was done for d = 1 in Ref. [105]
and only small differences were observed. This approximation
greatly speeds up the numerical solution of the flow equations
since it enables the analytical integration over the internal
frequencies f , in Eq. (29). Note that the bare frequency content
is preserved, so that f X

k still develops a nontrivial frequency
dependence. For d = 2 and 3 and ξ = 0, the exponents as well
as universal dimensionless ratios computed in Ref. [105] at
NLO are in close agreement with the outcome of numerical
simulations [106,107].

(iii) The function f λ
k is set to one. This approximation is

specific to one dimension because it is related to the time-
reversal symmetry (10). It ensures that if the long-distance
physics is described by a time-reversal symmetric IR fixed
point, then the latter is recovered exactly, whereas if f λ

k starts
flowing, it induces a small error on the fixed point properties.
See [123] for details.

III. UNIVERSAL AND NONUNIVERSAL FEATURES
OF THE TWO-POINT CORRELATION FUNCTION

A. Fixed point

In order to find RG fixed points and study scale invariance,
it is convenient to recast Eq. (29) in a dimensionless form. To
this end we define

ν(k) = f ν
k (0,0), D(k) = f D

k (0,0) (30)
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the ansatz obtained with this procedure is

!k[ϕ,ϕ̃] =
∫

t,x

[
ϕ̃f λ

k

(
∂tϕ − 1

2
[∇ϕ]2

)

− 1
2

(
∇2ϕf ν

k ϕ̃ + ϕ̃f ν
k ∇2ϕ

)
+ ϕ̃f D

k ϕ̃

]
. (24)

Here f X
k (with X ∈ {λ,ν,D}) are analytic functions of D̃t and

∇, which depend on the RG scale. They can be interpreted as
an effective nonlinearity, dissipation, and noise, respectively.
The bare action (8) is recovered when

f ν
&(ω, p) = 1, f λ

&(ω, p) = 1, f D
& (ω, p) = Rξ (p). (25)

When they are evaluated at a uniform and stationary config-
uration (ϕ = const and ϕ̃ = 0), the derivatives of !k[ϕ,ϕ̃] in
Fourier space become expressions depending onf X

k (ω, p), that
is, the operators D̃t and ∇ in f X

k are replaced by iω and −i p,

respectively. Note that the ansatz (24) contains arbitrary
powers of ϕ through the functional dependence of f X

k on the
covariant time derivative D̃t .

There are additional constraints on f X
k stemming from the

other symmetries. The gauged shift symmetry imposes

f λ
k (ω,0) = 1. (26)

For ξ = 0 and d = 1, the time-reversal symmetry (10) leads
to

f D
k = f ν

k , f λ
k = 1 (27)

such that there is only one independent function left in this
case.

In the following, we focus on the 1D case (vector symbols
are hence dropped). With the ansatz (24), the inverse propaga-
tor evaluated in a uniform and stationary configuration reads

!
(2)
k (ω,p) =

(
0 iωf λ

k (ω,p) + p2f ν
k (ω,p)

−iωf λ
k (ω,p) + p2f ν

k (ω,p) −2f D
k (ω,p)

)

. (28)

This is the most general form for !
(2)
k compatible with

the symmetry constraints and endowed with an arbitrary
dependence on ω and p. On the other hand, higher-order
vertices !

(n>2)
k are approximated.

When the ansatz for !k [Eq. (24)] is inserted into its exact
evolution equation (21), the RG flow can be projected onto the
flows of f X

k . This provides three partial differential equations
that can be solved numerically,

k∂kf
X
k (ω,p) = IX

k (ω,p) =
∫

f,q

JX
k (ω,p,f,q), (29)

where IX
k are nonlinear integral expressions depending on

f X
k , which can be found in Ref. [105]. They are obtained by

taking appropriate field derivatives of the right-hand side of the
exact flow equation (21) and replacing !k by its ansatz. The
trace in Eq. (21) produces integral equations with nonlinear
kernels JX

k .
The second-order (SO) approximation is further simplified

to the so-called next-to-leading-order (NLO) approximation,
introduced in Ref. [105]. It consists in partially truncating the
frequency dependence of f ν

k and f D
k by setting f X

k (),Q) =
f X

k (0,Q) in JX
k (ω,p,f,q) on the right-hand side of Eq. (29)

for any arguments Q = q,|p ± q| and similarly for ). This
simplification drastically reduces the computational cost of
solving Eq. (29) while still yielding reliable results (see [105]).
Moreover, in the presence of microscopic noise correlations
(ξ ! 0), we consider two independent flowing functions f ν

k

and f D
k since Eqs. (27) are not satisfied for ξ #= 0. However,

we still impose f λ
k = 1, following [105] (see also [123]).

To summarize, our approximation scheme consists of three
main points.

(i) The flowing effective action !k is expanded in powers
of ϕ̃ and only terms up to second order are retained. This is
the SO approximation level, which is essential to produce a
manageable set of flow equations. It amounts to assuming that
the fluctuations of the response field h̃ are Gaussian. Note that

this truncation is not applied to h since !k contains arbitrarily
high powers of ϕ. The second order was shown in Ref. [104]
to reproduce the exact results for the 1D scaling function when
ξ = 0 [124] with extreme accuracy.

(ii) The frequency dependence of f X
k is neglected in the

kernel JX
k , on the right-hand side of the flow equation (29).

This is the NLO approximation level. This approximation can
be assessed by comparing its outcome to the results of the SO
approximation alone. This was done for d = 1 in Ref. [105]
and only small differences were observed. This approximation
greatly speeds up the numerical solution of the flow equations
since it enables the analytical integration over the internal
frequencies f , in Eq. (29). Note that the bare frequency content
is preserved, so that f X

k still develops a nontrivial frequency
dependence. For d = 2 and 3 and ξ = 0, the exponents as well
as universal dimensionless ratios computed in Ref. [105] at
NLO are in close agreement with the outcome of numerical
simulations [106,107].

(iii) The function f λ
k is set to one. This approximation is

specific to one dimension because it is related to the time-
reversal symmetry (10). It ensures that if the long-distance
physics is described by a time-reversal symmetric IR fixed
point, then the latter is recovered exactly, whereas if f λ

k starts
flowing, it induces a small error on the fixed point properties.
See [123] for details.

III. UNIVERSAL AND NONUNIVERSAL FEATURES
OF THE TWO-POINT CORRELATION FUNCTION

A. Fixed point

In order to find RG fixed points and study scale invariance,
it is convenient to recast Eq. (29) in a dimensionless form. To
this end we define

ν(k) = f ν
k (0,0), D(k) = f D

k (0,0) (30)
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FIG. 4. Comparison of the NPFRG calculation with direct nu-
merical simulations. The kinetic energy spectrum R̄ is computed
for ξ = 0.2622 and ξτ = 0.0579 (blue solid line), ξ = 1.7285 and
ξτ = 1.3428 (red dashed line), and ξ = 4.9725 and ξτ = 7.8134
(green dotted line). The lines show the NPFRG result and the circles
are the results of [66].

Galilean invariance (9b) [40,49,114–116]. It is remarkable
that this does not seem to affect the large-distance physics.
Such a robustness of Galilean invariance was pointed out in
Refs. [125–127] (see [128] for an overview). From an RG point
of view, this suggests that Galilean invariance is emergent
like the time-reversal symmetry. We cannot confirm this
statement within the NLO approximation used in the present
work since the breaking of Galilean symmetry by the initial
condition f D

# = Rξ,ξτ
generates violations of Ward identities

for higher-order vertex functions, which are neglected at this
order. In particular, the induced modification of the flow
equation of ĝk cannot be computed within NLO approximation
such that the RG flow of the theory is constrained to preserve
the identity exponent χ + z = 2 at the IR fixed point. However,
the presence of temporal correlations do not affect the results
found in Refs. [62,63,65,66] (where the full time evolution is
considered) in any noticeable way when compared to results
obtained in a Galilean invariant setup. This strongly suggests
that the IR physics is indeed Galilean invariant.

3. Crossover in the amplitude of the kinetic energy

As already mentioned, the stationary kinetic energy spec-
trum tends to a constant as p → 0,

D̃(ξ ) = R̄(p = 0) = Dξ

πνξ

∫ ∞

0
F̂ (x̂)dx̂. (57)

This constant can be related to the amplitude of the equal-time
correlation function, which, in the stationary state, takes the
form

W (τ = 0,r) = D̃|r|ξ , (58)

where | · · · |ξ is a rounded (on scales given by ξ ) absolute
value [62,63,65,66]. This means that for ξ = 0, one simply has
W (0,r) = |r|. When ξ is increased, the kink of the absolute
value becomes smooth and the slope of W (0,r) at large r
decreases. It is clear from Eq. (58) that D̃ is observable on
large scales. Equation (57) shows that it contains a ξ -dependent
factor that can be extracted from our calculation. The result is
shown in Fig. 5.

FIG. 5. Nonuniversal amplitude D̃, in log-log scale, from NPFRG
and from numerical simulations: (a) D̃ computed with spatial noise
correlations (2), with the NPFRG, and for different values of ξ (blue
solid line), as well as a power-law fit of the tail of the data (for
ξ ! 18) (black dashed line), and (b) D̃ computed with spatiotemporal
correlations (55), with the NPFRG for different values of ξ and
ξτ

∼= 0.539ξ 5/3 (blue solid line) with its power-law fit (for ξ ! 43)
(black dashed line) as well as two different estimations of D̃ from
the numerical computation of [66] (black circles and red squares).
The vertical axes of the two plots are scaled in the same way. The
horizontal axes are not. The decay of D̃(ξ ) with ξ is a large-scale
signature of the microscopic correlation length [see Eq. (58)]. It can
be observed experimentally by varying the coupling g = λ2D/ν3.

The behavior of the amplitude D̃ was previously addressed
in Refs. [62,65–67], fixing ξ ′ and varying the diffusion coeffi-
cient ν within the original KPZ equation (1) (see Sec. III C 2). A
crossover was predicted analytically at ξ ∼= 1, separating two
limiting behaviors: at small values of the correlation length
(ξ % 1), a saturation of the amplitude to one D̃ ≈ 1 [4,5,33],
and in the opposite limit (ξ ' 1), a decay as D̃ ∼ ξ−1/3. Note
that the large-ξ prediction relies on the existence of an optimal
trajectory in the language of the directed polymer, as intro-
duced in Ref. [62] and discussed more recently in Ref. [68]. A
key ingredient is to assume that the roughness of the polymer
end-point free energy takes the form (58). The recent Bethe
ansatz analysis proposed in Ref. [69] also yields the same
behavior of D̃ in the regime ξ ' 1, under the assumption of a
one-step replica symmetry breaking in the replica description.

As for the behavior of D̃ at intermediate values of ξ ,
although no exact expression is available yet, two independent
predictions have been obtained in the form of an implicit equa-
tion D̃γ ∝ (4/ξ )γ /3(1 − D̃), with γ ∈ {3/2,6} and numerical
prefactors of order 10 [62], invoking in particular a GVM
computation with a full replica symmetry breaking [62,68].
These analytical predictions are qualitatively consistent with
numerical measurements either on a directed polymer on a
discrete lattice [65] or in a direct numerical integration of
the continuous KPZ equation [66]. At last, we mention that D̃
corresponds to the fudging parameter f in Refs. [62,67], which
coincides in fact with the full-replica-symmetry-breaking
parameter in the GVM computations presented in Ref. [63].

We determined the nonuniversal amplitude D̃ within the
NPFRG framework, both for a microscopic noise with spatial
correlations (2) and different values of ξ and for spatiotemporal
correlations (55) for different values of ξ and correlation
time set to ξτ

∼= 0.539ξ 5/3. The two curves look very similar
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FIG. 4. Comparison of the NPFRG calculation with direct nu-
merical simulations. The kinetic energy spectrum R̄ is computed
for ξ = 0.2622 and ξτ = 0.0579 (blue solid line), ξ = 1.7285 and
ξτ = 1.3428 (red dashed line), and ξ = 4.9725 and ξτ = 7.8134
(green dotted line). The lines show the NPFRG result and the circles
are the results of [66].

Galilean invariance (9b) [40,49,114–116]. It is remarkable
that this does not seem to affect the large-distance physics.
Such a robustness of Galilean invariance was pointed out in
Refs. [125–127] (see [128] for an overview). From an RG point
of view, this suggests that Galilean invariance is emergent
like the time-reversal symmetry. We cannot confirm this
statement within the NLO approximation used in the present
work since the breaking of Galilean symmetry by the initial
condition f D

# = Rξ,ξτ
generates violations of Ward identities

for higher-order vertex functions, which are neglected at this
order. In particular, the induced modification of the flow
equation of ĝk cannot be computed within NLO approximation
such that the RG flow of the theory is constrained to preserve
the identity exponent χ + z = 2 at the IR fixed point. However,
the presence of temporal correlations do not affect the results
found in Refs. [62,63,65,66] (where the full time evolution is
considered) in any noticeable way when compared to results
obtained in a Galilean invariant setup. This strongly suggests
that the IR physics is indeed Galilean invariant.

3. Crossover in the amplitude of the kinetic energy

As already mentioned, the stationary kinetic energy spec-
trum tends to a constant as p → 0,

D̃(ξ ) = R̄(p = 0) = Dξ

πνξ

∫ ∞

0
F̂ (x̂)dx̂. (57)

This constant can be related to the amplitude of the equal-time
correlation function, which, in the stationary state, takes the
form

W (τ = 0,r) = D̃|r|ξ , (58)

where | · · · |ξ is a rounded (on scales given by ξ ) absolute
value [62,63,65,66]. This means that for ξ = 0, one simply has
W (0,r) = |r|. When ξ is increased, the kink of the absolute
value becomes smooth and the slope of W (0,r) at large r
decreases. It is clear from Eq. (58) that D̃ is observable on
large scales. Equation (57) shows that it contains a ξ -dependent
factor that can be extracted from our calculation. The result is
shown in Fig. 5.

FIG. 5. Nonuniversal amplitude D̃, in log-log scale, from NPFRG
and from numerical simulations: (a) D̃ computed with spatial noise
correlations (2), with the NPFRG, and for different values of ξ (blue
solid line), as well as a power-law fit of the tail of the data (for
ξ ! 18) (black dashed line), and (b) D̃ computed with spatiotemporal
correlations (55), with the NPFRG for different values of ξ and
ξτ

∼= 0.539ξ 5/3 (blue solid line) with its power-law fit (for ξ ! 43)
(black dashed line) as well as two different estimations of D̃ from
the numerical computation of [66] (black circles and red squares).
The vertical axes of the two plots are scaled in the same way. The
horizontal axes are not. The decay of D̃(ξ ) with ξ is a large-scale
signature of the microscopic correlation length [see Eq. (58)]. It can
be observed experimentally by varying the coupling g = λ2D/ν3.

The behavior of the amplitude D̃ was previously addressed
in Refs. [62,65–67], fixing ξ ′ and varying the diffusion coeffi-
cient ν within the original KPZ equation (1) (see Sec. III C 2). A
crossover was predicted analytically at ξ ∼= 1, separating two
limiting behaviors: at small values of the correlation length
(ξ % 1), a saturation of the amplitude to one D̃ ≈ 1 [4,5,33],
and in the opposite limit (ξ ' 1), a decay as D̃ ∼ ξ−1/3. Note
that the large-ξ prediction relies on the existence of an optimal
trajectory in the language of the directed polymer, as intro-
duced in Ref. [62] and discussed more recently in Ref. [68]. A
key ingredient is to assume that the roughness of the polymer
end-point free energy takes the form (58). The recent Bethe
ansatz analysis proposed in Ref. [69] also yields the same
behavior of D̃ in the regime ξ ' 1, under the assumption of a
one-step replica symmetry breaking in the replica description.

As for the behavior of D̃ at intermediate values of ξ ,
although no exact expression is available yet, two independent
predictions have been obtained in the form of an implicit equa-
tion D̃γ ∝ (4/ξ )γ /3(1 − D̃), with γ ∈ {3/2,6} and numerical
prefactors of order 10 [62], invoking in particular a GVM
computation with a full replica symmetry breaking [62,68].
These analytical predictions are qualitatively consistent with
numerical measurements either on a directed polymer on a
discrete lattice [65] or in a direct numerical integration of
the continuous KPZ equation [66]. At last, we mention that D̃
corresponds to the fudging parameter f in Refs. [62,67], which
coincides in fact with the full-replica-symmetry-breaking
parameter in the GVM computations presented in Ref. [63].

We determined the nonuniversal amplitude D̃ within the
NPFRG framework, both for a microscopic noise with spatial
correlations (2) and different values of ξ and for spatiotemporal
correlations (55) for different values of ξ and correlation
time set to ξτ

∼= 0.539ξ 5/3. The two curves look very similar
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by

W (τ,r) = 〈[h(τ,r) − h(0,0)]2〉c
= 2[C(0,0) − C(τ,r)]. (5)

Time-translational invariance in space and time is assumed.
Note that the time variable τ is a time difference in the
stationary state. For the standard KPZ dynamics (ξ = 0),
this correlation function exhibits scale invariance on large
spatiotemporal scales, where it takes the scaling form

C(τ,r) = r2χg

(
τ

rz

)
, (6)

with r = |r|. Here χ and z are the universal roughness and
dynamical critical exponents, respectively, and g is a universal
scaling function. In one dimension, the exponents take the
exact values χ = 1/2 and z = 3/2.

B. The KPZ field theory

The stationary state of the stochastic KPZ equation (3) is
described by the generating functional (in the path integral
representation)

Z[J,J̃ ]=
〈

exp
(∫

t,x
(hJ + h̃J̃ )

)〉

=
∫

D[h,I h̃] exp
(
−S[h,h̃]+

∫

t,x
(hJ + h̃J̃ )

)
, (7)

where the space-time dependence of the fields inside local
integrals is implicit. Here S[h,h̃] is the Martin-Siggia-Rose
Janssen–de Dominicis action [108–112]

S[h,h̃] =
∫

t,x
h̃

(
∂t h − 1

2
[∇h]2 − ∇2h

)

−
∫

t,x1,x2

h̃(t,x1)Rξ (x1 − x2)h̃(t,x2), (8)

which depends on the height field h as well as the usual
response field h̃. The nonlocal term in Eq. (8) arises because
of the presence of the correlated noise (ξ > 0). Terms related
to initial conditions are neglected since we focus exclusively
on the stationary state.

The KPZ action (8) possesses several symmetries. Apart
from space-time translation and space rotation invariance,
S[h,h̃] is invariant under the following infinitesimal (terms
of order v2 and higher are neglected) field transformations:

h′(t,x) = h(t,x) + c,

h̃′(t,x) = h̃(t,x), (9a)

h′(t,x) = h(t,x + vt) + v · x,

h̃′(t,x) = h̃(t,x + vt). (9b)

For a 1D interface and uncorrelated noise ξ = 0, the
additional discrete transformation [102]

h′(t,x) = −h(−t,x),

h̃′(t,x) = h̃(−t,x) + ∇2h(−t,x) (10)

is also a symmetry. These transformations encode vertical
shifts of the interface (9a), Galilean boosts (9b), and time

reversal (10). Moreover, the Galilean and shift symmetries can
be gauged in time, considering c(t) and v(t) as infinitesimal
time-dependent quantities. The KPZ action S[h,h̃] is no
longer invariant under the gauged transformations, but its
change S[h,h̃] − S[h′,h̃′] is linear in the fields. This provides
generalized Ward identities with a stronger content than in
the standard (nongauged) case [104,113]. These symmetries
play an important role in devising an accurate approxima-
tion scheme in the NPFRG framework (see Sec. II D). We
emphasize that the correlated noise explicitly breaks the
time-reversal symmetry (10). Similarly, a temporal correlation
of the noise δ(t − t ′) → Rξτ

(t − t ′) would break the Galilean
symmetry (9b) [40,49,114–116].

C. Nonperturbative functional renormalization group

The NPFRG is a nonperturbative incarnation of the RG
(see [71–75] and references therein for reviews and in partic-
ular [87,88] for applications of the NPFRG to nonequilibrium
systems). It relies on Wilson’s view of the RG [117–119]
and consists in constructing a scale-dependent effective action
&k[ϕ,ϕ̃] where small spatial scales are integrated out. That is,
schematically,

e−&k [ϕ,ϕ̃] =
∫

D[h,I h̃]
p>k

e−S[h,h̃], (11)

where Fourier modes with p ! k are frozen. Here k is the
momentum scale that separates small- (p > k) and large-scale
(p < k) spatial fluctuations and ϕ ≡ 〈h〉 and ϕ̃ ≡ 〈h̃〉 are the
expectation values of the fields. In practice, the coarse graining
is achieved in a smooth way. To this end, a cutoff, or regulator,
term2

(Sk[h,h̃] = 1
2

∫

ω, p
hi(ω, p)Rk,ij ( p)hj (−ω,− p) (12)

is added to the action (8). The hi for i = 1,2 label the field
h and response field h̃, respectively, and repeated indices are
summed over. The cutoff matrix Rk provides a momentum-
dependent mass term to the theory. Its elements are required
to be of order k (or higher) for p " k and to vanish for
p # k. The regulator Rk must also vanish when the RG
scale k is sent to 0. Apart from these constraints, it can
be chosen freely and will be specified in Eq. (20) below.
The flowing effective action &k[ϕ,ϕ̃] is defined (up to the
additive (Sk term) as the Legendre transform of the logarithm
of the generating functional of the coarse-grained theory
Wk[J,J̃ ] = ln(Zk[J,J̃ ]):

Zk[J,J̃ ] =
∫

D[h,I h̃] exp
(

−S − (Sk +
∫

t,x
(hJ + h̃J̃ )

)
,

&k[ϕ,ϕ̃] + (Sk[ϕ,ϕ̃] := Sup
J,J̃

{∫

t,x
(ϕJ + ϕ̃J̃ ) − Wk[J,J̃ ]

}
.

(13)

The addition of the (Sk term ensures that &k interpolates (as
the RG scale k is decreased from the UV scale3 * to zero)

3Here * can be interpreted as the inverse lattice length of a discrete
system.
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in between microscopic and macroscopic physics. The bare
action (8) is recovered in the limit of large k = ! and the full
one-particle irreducible effective action (which is analogous
to the Gibbs free energy in thermodynamics) is obtained in the
limit k → 0 where the cutoff is removed

"k→![ϕ,ϕ̃] = S[ϕ,ϕ̃], "k→0[ϕ,ϕ̃] = "[ϕ,ϕ̃]. (14)

The definition of the Legendre transformation (13) relates
the sources J,J̃ to the fields ϕ,ϕ̃ through

δWk[J,J̃ ]
δJi(t,x)

= ϕi(t,x), (15a)

δ"k[ϕ,ϕ̃]
δϕi(t,x)

= Ji(t,x) − δ%Sk[ϕ,ϕ̃]
δϕi(t,x)

. (15b)

The (connected) two-point correlation and response func-
tions at scale k,

Gk,ij (t − t ′,x − x′) = 〈hi(t,x)hj (t ′,x′)〉c, (16)

are given by the operator inverse of the second field derivative
of "k + %Sk ,

Gk = 1

"
(2)
k + Rk

, (17)

with the notation

"
(2)
k,ij (t − t ′,x − x′) = δ2"k[ϕ,ϕ̃]

δϕi(t,x)δϕj (t ′,x′)
. (18)

Because of space-time translational invariance, the second
field derivative of "k is diagonal in momentum space. This
implies that the Fourier transform of C(τ,r) [Eq. (4)] is simply
obtained from the matrix inverse of "

(2)
k (ω, p) in the limit

k → 0 as

C(ω, p) =
[
"

(2)
k,ij (ω, p)

]−1
11 . (19)

In principle, the choice of the regulator matrix does not
affect the end results. However, in practice, approximations
introduce a spurious dependence on Rk . Since symmetries
provide strong constraints on the space of solutions of the
RG flow equations, an important requirement is that %Sk[h,h̃]
preserves the symmetries of the theory. We choose

Rk( p) = α

ep2/k2 − 1

(
0 ν(k)p2

ν(k)p2 −2D(k)

)
, (20)

where ν(k) and D(k) are two coefficients that depend on the RG
scale k. They will be defined in the next section in Eq. (30). The
coefficient α is a free parameter that can be tuned to minimize
the errors at a given order of approximation [120,121] (see
Appendix B). Note that Rk,ij has the same tensor structure as
the bare propagator (second field derivative of S[h,h̃]) and does
not depend on frequency. This ensures that the coarse-grained
theory is causal and that the flow preserves the Galilean and
shift symmetries (9) and also, when d = 1 and ν(k) = D(k),
the time-reversal symmetry (10) [104].

The evolution of the effective action "k with the RG scale
is given by an exact equation [70]

k∂k"k[ϕ,ϕ̃] = 1
2

Tr

[
k∂kRk

"
(2)
k [ϕ,ϕ̃] + Rk

]

, (21)

with its initial condition corresponding to the bare KPZ
action (8), as stated by Eq. (14). The trace operation on
the right-hand side stands for the usual trace over field and
space-time indices

Tr[A] =
∑

i

∫

t,x
Aii(t,x). (22)

Equation (21) provides a scheme to include fluctuations
gradually starting with the small-scale fluctuations and reach-
ing the thermodynamic limit (k → 0). At intermediate values
of k, "k plays different roles for large and small momenta
(compared to k). Derivatives of "k with respect to fields with
small momenta (p & k) yield the kinetic term and the vertices
of an effective action that can be used [instead of the original
bare action (8)] to compute large-scale correlation functions.
On the other hand, when the momenta are large (p ' k),
the derivatives of "k quickly lose their dependence on k and
saturate to their physical values (as k is lowered further). In
this regime correlation functions are computed directly (with
no further functional integration) by the procedure outlined
above [Eqs. (17) and (19)].

Note that the UV cutoff scale should (in principle) be
taken to infinity to describe the continuous KPZ equation.
In practice, it is sufficient to choose it to be much larger than
all the momentum scales that are resolved. In particular, one
must have ! ' 1/ξ to probe the structure of the microscopic
noise. Conversely, when ξ & 1/!, the δ-correlated case is
effectively described.

D. Approximation scheme

Equation (21) combined with Eqs. (14) provides a differen-
tial equation and an initial condition (at k → !). In principle,
"k[ϕ,ϕ̃] can hence be determined for all values of k. However,
Eq. (21) is a functional partial differential equation that cannot
be solved exactly. It couples derivatives of "k of order n to
derivatives of order n + 1 and n + 2 and generates an infinite
hierarchy of equations relating all the correlation functions of
the problem.

Here we use a very successful approximation scheme
developed for the KPZ equation with δ-correlated noise (ξ = 0)
[105]; that is inspired by the Blaizot-Mendez-Wschebor
approximation [79,122], but rendered compatible with the
constraining symmetries of the KPZ action (see, e.g., [104]
for a detailed description). A practical way to implement this
scheme is to construct an ansatz for the flowing effective
action "k , which automatically preserves the gauged Galilean
symmetry, by using explicitly Galilean invariant building
blocks. In particular, this involves the covariant time derivative

D̃t = ∂t − ∇ϕ · ∇, (23)

which preserves the invariance under Galilean transformation.
When it is truncated to second order in the response field ϕ̃,
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in between microscopic and macroscopic physics. The bare
action (8) is recovered in the limit of large k = ! and the full
one-particle irreducible effective action (which is analogous
to the Gibbs free energy in thermodynamics) is obtained in the
limit k → 0 where the cutoff is removed

"k→![ϕ,ϕ̃] = S[ϕ,ϕ̃], "k→0[ϕ,ϕ̃] = "[ϕ,ϕ̃]. (14)

The definition of the Legendre transformation (13) relates
the sources J,J̃ to the fields ϕ,ϕ̃ through

δWk[J,J̃ ]
δJi(t,x)

= ϕi(t,x), (15a)

δ"k[ϕ,ϕ̃]
δϕi(t,x)

= Ji(t,x) − δ%Sk[ϕ,ϕ̃]
δϕi(t,x)

. (15b)

The (connected) two-point correlation and response func-
tions at scale k,

Gk,ij (t − t ′,x − x′) = 〈hi(t,x)hj (t ′,x′)〉c, (16)

are given by the operator inverse of the second field derivative
of "k + %Sk ,

Gk = 1

"
(2)
k + Rk

, (17)

with the notation

"
(2)
k,ij (t − t ′,x − x′) = δ2"k[ϕ,ϕ̃]

δϕi(t,x)δϕj (t ′,x′)
. (18)

Because of space-time translational invariance, the second
field derivative of "k is diagonal in momentum space. This
implies that the Fourier transform of C(τ,r) [Eq. (4)] is simply
obtained from the matrix inverse of "

(2)
k (ω, p) in the limit

k → 0 as

C(ω, p) =
[
"

(2)
k,ij (ω, p)

]−1
11 . (19)

In principle, the choice of the regulator matrix does not
affect the end results. However, in practice, approximations
introduce a spurious dependence on Rk . Since symmetries
provide strong constraints on the space of solutions of the
RG flow equations, an important requirement is that %Sk[h,h̃]
preserves the symmetries of the theory. We choose

Rk( p) = α

ep2/k2 − 1

(
0 ν(k)p2

ν(k)p2 −2D(k)

)
, (20)

where ν(k) and D(k) are two coefficients that depend on the RG
scale k. They will be defined in the next section in Eq. (30). The
coefficient α is a free parameter that can be tuned to minimize
the errors at a given order of approximation [120,121] (see
Appendix B). Note that Rk,ij has the same tensor structure as
the bare propagator (second field derivative of S[h,h̃]) and does
not depend on frequency. This ensures that the coarse-grained
theory is causal and that the flow preserves the Galilean and
shift symmetries (9) and also, when d = 1 and ν(k) = D(k),
the time-reversal symmetry (10) [104].

The evolution of the effective action "k with the RG scale
is given by an exact equation [70]

k∂k"k[ϕ,ϕ̃] = 1
2

Tr

[
k∂kRk

"
(2)
k [ϕ,ϕ̃] + Rk

]

, (21)

with its initial condition corresponding to the bare KPZ
action (8), as stated by Eq. (14). The trace operation on
the right-hand side stands for the usual trace over field and
space-time indices

Tr[A] =
∑

i

∫

t,x
Aii(t,x). (22)

Equation (21) provides a scheme to include fluctuations
gradually starting with the small-scale fluctuations and reach-
ing the thermodynamic limit (k → 0). At intermediate values
of k, "k plays different roles for large and small momenta
(compared to k). Derivatives of "k with respect to fields with
small momenta (p & k) yield the kinetic term and the vertices
of an effective action that can be used [instead of the original
bare action (8)] to compute large-scale correlation functions.
On the other hand, when the momenta are large (p ' k),
the derivatives of "k quickly lose their dependence on k and
saturate to their physical values (as k is lowered further). In
this regime correlation functions are computed directly (with
no further functional integration) by the procedure outlined
above [Eqs. (17) and (19)].

Note that the UV cutoff scale should (in principle) be
taken to infinity to describe the continuous KPZ equation.
In practice, it is sufficient to choose it to be much larger than
all the momentum scales that are resolved. In particular, one
must have ! ' 1/ξ to probe the structure of the microscopic
noise. Conversely, when ξ & 1/!, the δ-correlated case is
effectively described.

D. Approximation scheme

Equation (21) combined with Eqs. (14) provides a differen-
tial equation and an initial condition (at k → !). In principle,
"k[ϕ,ϕ̃] can hence be determined for all values of k. However,
Eq. (21) is a functional partial differential equation that cannot
be solved exactly. It couples derivatives of "k of order n to
derivatives of order n + 1 and n + 2 and generates an infinite
hierarchy of equations relating all the correlation functions of
the problem.

Here we use a very successful approximation scheme
developed for the KPZ equation with δ-correlated noise (ξ = 0)
[105]; that is inspired by the Blaizot-Mendez-Wschebor
approximation [79,122], but rendered compatible with the
constraining symmetries of the KPZ action (see, e.g., [104]
for a detailed description). A practical way to implement this
scheme is to construct an ansatz for the flowing effective
action "k , which automatically preserves the gauged Galilean
symmetry, by using explicitly Galilean invariant building
blocks. In particular, this involves the covariant time derivative

D̃t = ∂t − ∇ϕ · ∇, (23)

which preserves the invariance under Galilean transformation.
When it is truncated to second order in the response field ϕ̃,
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in between microscopic and macroscopic physics. The bare
action (8) is recovered in the limit of large k = ! and the full
one-particle irreducible effective action (which is analogous
to the Gibbs free energy in thermodynamics) is obtained in the
limit k → 0 where the cutoff is removed

"k→![ϕ,ϕ̃] = S[ϕ,ϕ̃], "k→0[ϕ,ϕ̃] = "[ϕ,ϕ̃]. (14)

The definition of the Legendre transformation (13) relates
the sources J,J̃ to the fields ϕ,ϕ̃ through

δWk[J,J̃ ]
δJi(t,x)

= ϕi(t,x), (15a)

δ"k[ϕ,ϕ̃]
δϕi(t,x)

= Ji(t,x) − δ%Sk[ϕ,ϕ̃]
δϕi(t,x)

. (15b)

The (connected) two-point correlation and response func-
tions at scale k,

Gk,ij (t − t ′,x − x′) = 〈hi(t,x)hj (t ′,x′)〉c, (16)

are given by the operator inverse of the second field derivative
of "k + %Sk ,

Gk = 1

"
(2)
k + Rk

, (17)

with the notation

"
(2)
k,ij (t − t ′,x − x′) = δ2"k[ϕ,ϕ̃]

δϕi(t,x)δϕj (t ′,x′)
. (18)

Because of space-time translational invariance, the second
field derivative of "k is diagonal in momentum space. This
implies that the Fourier transform of C(τ,r) [Eq. (4)] is simply
obtained from the matrix inverse of "

(2)
k (ω, p) in the limit

k → 0 as

C(ω, p) =
[
"

(2)
k,ij (ω, p)

]−1
11 . (19)

In principle, the choice of the regulator matrix does not
affect the end results. However, in practice, approximations
introduce a spurious dependence on Rk . Since symmetries
provide strong constraints on the space of solutions of the
RG flow equations, an important requirement is that %Sk[h,h̃]
preserves the symmetries of the theory. We choose

Rk( p) = α

ep2/k2 − 1

(
0 ν(k)p2

ν(k)p2 −2D(k)

)
, (20)

where ν(k) and D(k) are two coefficients that depend on the RG
scale k. They will be defined in the next section in Eq. (30). The
coefficient α is a free parameter that can be tuned to minimize
the errors at a given order of approximation [120,121] (see
Appendix B). Note that Rk,ij has the same tensor structure as
the bare propagator (second field derivative of S[h,h̃]) and does
not depend on frequency. This ensures that the coarse-grained
theory is causal and that the flow preserves the Galilean and
shift symmetries (9) and also, when d = 1 and ν(k) = D(k),
the time-reversal symmetry (10) [104].

The evolution of the effective action "k with the RG scale
is given by an exact equation [70]

k∂k"k[ϕ,ϕ̃] = 1
2

Tr

[
k∂kRk

"
(2)
k [ϕ,ϕ̃] + Rk

]

, (21)

with its initial condition corresponding to the bare KPZ
action (8), as stated by Eq. (14). The trace operation on
the right-hand side stands for the usual trace over field and
space-time indices

Tr[A] =
∑

i

∫

t,x
Aii(t,x). (22)

Equation (21) provides a scheme to include fluctuations
gradually starting with the small-scale fluctuations and reach-
ing the thermodynamic limit (k → 0). At intermediate values
of k, "k plays different roles for large and small momenta
(compared to k). Derivatives of "k with respect to fields with
small momenta (p & k) yield the kinetic term and the vertices
of an effective action that can be used [instead of the original
bare action (8)] to compute large-scale correlation functions.
On the other hand, when the momenta are large (p ' k),
the derivatives of "k quickly lose their dependence on k and
saturate to their physical values (as k is lowered further). In
this regime correlation functions are computed directly (with
no further functional integration) by the procedure outlined
above [Eqs. (17) and (19)].

Note that the UV cutoff scale should (in principle) be
taken to infinity to describe the continuous KPZ equation.
In practice, it is sufficient to choose it to be much larger than
all the momentum scales that are resolved. In particular, one
must have ! ' 1/ξ to probe the structure of the microscopic
noise. Conversely, when ξ & 1/!, the δ-correlated case is
effectively described.

D. Approximation scheme

Equation (21) combined with Eqs. (14) provides a differen-
tial equation and an initial condition (at k → !). In principle,
"k[ϕ,ϕ̃] can hence be determined for all values of k. However,
Eq. (21) is a functional partial differential equation that cannot
be solved exactly. It couples derivatives of "k of order n to
derivatives of order n + 1 and n + 2 and generates an infinite
hierarchy of equations relating all the correlation functions of
the problem.

Here we use a very successful approximation scheme
developed for the KPZ equation with δ-correlated noise (ξ = 0)
[105]; that is inspired by the Blaizot-Mendez-Wschebor
approximation [79,122], but rendered compatible with the
constraining symmetries of the KPZ action (see, e.g., [104]
for a detailed description). A practical way to implement this
scheme is to construct an ansatz for the flowing effective
action "k , which automatically preserves the gauged Galilean
symmetry, by using explicitly Galilean invariant building
blocks. In particular, this involves the covariant time derivative

D̃t = ∂t − ∇ϕ · ∇, (23)

which preserves the invariance under Galilean transformation.
When it is truncated to second order in the response field ϕ̃,
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the ansatz obtained with this procedure is

!k[ϕ,ϕ̃] =
∫

t,x

[
ϕ̃f λ

k

(
∂tϕ − 1

2
[∇ϕ]2

)

− 1
2

(
∇2ϕf ν

k ϕ̃ + ϕ̃f ν
k ∇2ϕ

)
+ ϕ̃f D

k ϕ̃

]
. (24)

Here f X
k (with X ∈ {λ,ν,D}) are analytic functions of D̃t and

∇, which depend on the RG scale. They can be interpreted as
an effective nonlinearity, dissipation, and noise, respectively.
The bare action (8) is recovered when

f ν
&(ω, p) = 1, f λ

&(ω, p) = 1, f D
& (ω, p) = Rξ (p). (25)

When they are evaluated at a uniform and stationary config-
uration (ϕ = const and ϕ̃ = 0), the derivatives of !k[ϕ,ϕ̃] in
Fourier space become expressions depending onf X

k (ω, p), that
is, the operators D̃t and ∇ in f X

k are replaced by iω and −i p,

respectively. Note that the ansatz (24) contains arbitrary
powers of ϕ through the functional dependence of f X

k on the
covariant time derivative D̃t .

There are additional constraints on f X
k stemming from the

other symmetries. The gauged shift symmetry imposes

f λ
k (ω,0) = 1. (26)

For ξ = 0 and d = 1, the time-reversal symmetry (10) leads
to

f D
k = f ν

k , f λ
k = 1 (27)

such that there is only one independent function left in this
case.

In the following, we focus on the 1D case (vector symbols
are hence dropped). With the ansatz (24), the inverse propaga-
tor evaluated in a uniform and stationary configuration reads

!
(2)
k (ω,p) =

(
0 iωf λ

k (ω,p) + p2f ν
k (ω,p)

−iωf λ
k (ω,p) + p2f ν

k (ω,p) −2f D
k (ω,p)

)

. (28)

This is the most general form for !
(2)
k compatible with

the symmetry constraints and endowed with an arbitrary
dependence on ω and p. On the other hand, higher-order
vertices !

(n>2)
k are approximated.

When the ansatz for !k [Eq. (24)] is inserted into its exact
evolution equation (21), the RG flow can be projected onto the
flows of f X

k . This provides three partial differential equations
that can be solved numerically,

k∂kf
X
k (ω,p) = IX

k (ω,p) =
∫

f,q

JX
k (ω,p,f,q), (29)

where IX
k are nonlinear integral expressions depending on

f X
k , which can be found in Ref. [105]. They are obtained by

taking appropriate field derivatives of the right-hand side of the
exact flow equation (21) and replacing !k by its ansatz. The
trace in Eq. (21) produces integral equations with nonlinear
kernels JX

k .
The second-order (SO) approximation is further simplified

to the so-called next-to-leading-order (NLO) approximation,
introduced in Ref. [105]. It consists in partially truncating the
frequency dependence of f ν

k and f D
k by setting f X

k (),Q) =
f X

k (0,Q) in JX
k (ω,p,f,q) on the right-hand side of Eq. (29)

for any arguments Q = q,|p ± q| and similarly for ). This
simplification drastically reduces the computational cost of
solving Eq. (29) while still yielding reliable results (see [105]).
Moreover, in the presence of microscopic noise correlations
(ξ ! 0), we consider two independent flowing functions f ν

k

and f D
k since Eqs. (27) are not satisfied for ξ #= 0. However,

we still impose f λ
k = 1, following [105] (see also [123]).

To summarize, our approximation scheme consists of three
main points.

(i) The flowing effective action !k is expanded in powers
of ϕ̃ and only terms up to second order are retained. This is
the SO approximation level, which is essential to produce a
manageable set of flow equations. It amounts to assuming that
the fluctuations of the response field h̃ are Gaussian. Note that

this truncation is not applied to h since !k contains arbitrarily
high powers of ϕ. The second order was shown in Ref. [104]
to reproduce the exact results for the 1D scaling function when
ξ = 0 [124] with extreme accuracy.

(ii) The frequency dependence of f X
k is neglected in the

kernel JX
k , on the right-hand side of the flow equation (29).

This is the NLO approximation level. This approximation can
be assessed by comparing its outcome to the results of the SO
approximation alone. This was done for d = 1 in Ref. [105]
and only small differences were observed. This approximation
greatly speeds up the numerical solution of the flow equations
since it enables the analytical integration over the internal
frequencies f , in Eq. (29). Note that the bare frequency content
is preserved, so that f X

k still develops a nontrivial frequency
dependence. For d = 2 and 3 and ξ = 0, the exponents as well
as universal dimensionless ratios computed in Ref. [105] at
NLO are in close agreement with the outcome of numerical
simulations [106,107].

(iii) The function f λ
k is set to one. This approximation is

specific to one dimension because it is related to the time-
reversal symmetry (10). It ensures that if the long-distance
physics is described by a time-reversal symmetric IR fixed
point, then the latter is recovered exactly, whereas if f λ

k starts
flowing, it induces a small error on the fixed point properties.
See [123] for details.

III. UNIVERSAL AND NONUNIVERSAL FEATURES
OF THE TWO-POINT CORRELATION FUNCTION

A. Fixed point

In order to find RG fixed points and study scale invariance,
it is convenient to recast Eq. (29) in a dimensionless form. To
this end we define

ν(k) = f ν
k (0,0), D(k) = f D

k (0,0) (30)
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the ansatz obtained with this procedure is

!k[ϕ,ϕ̃] =
∫

t,x

[
ϕ̃f λ

k

(
∂tϕ − 1

2
[∇ϕ]2

)

− 1
2

(
∇2ϕf ν

k ϕ̃ + ϕ̃f ν
k ∇2ϕ

)
+ ϕ̃f D

k ϕ̃

]
. (24)

Here f X
k (with X ∈ {λ,ν,D}) are analytic functions of D̃t and

∇, which depend on the RG scale. They can be interpreted as
an effective nonlinearity, dissipation, and noise, respectively.
The bare action (8) is recovered when

f ν
&(ω, p) = 1, f λ

&(ω, p) = 1, f D
& (ω, p) = Rξ (p). (25)

When they are evaluated at a uniform and stationary config-
uration (ϕ = const and ϕ̃ = 0), the derivatives of !k[ϕ,ϕ̃] in
Fourier space become expressions depending onf X

k (ω, p), that
is, the operators D̃t and ∇ in f X

k are replaced by iω and −i p,

respectively. Note that the ansatz (24) contains arbitrary
powers of ϕ through the functional dependence of f X

k on the
covariant time derivative D̃t .

There are additional constraints on f X
k stemming from the

other symmetries. The gauged shift symmetry imposes

f λ
k (ω,0) = 1. (26)

For ξ = 0 and d = 1, the time-reversal symmetry (10) leads
to

f D
k = f ν

k , f λ
k = 1 (27)

such that there is only one independent function left in this
case.

In the following, we focus on the 1D case (vector symbols
are hence dropped). With the ansatz (24), the inverse propaga-
tor evaluated in a uniform and stationary configuration reads

!
(2)
k (ω,p) =

(
0 iωf λ

k (ω,p) + p2f ν
k (ω,p)

−iωf λ
k (ω,p) + p2f ν

k (ω,p) −2f D
k (ω,p)

)

. (28)

This is the most general form for !
(2)
k compatible with

the symmetry constraints and endowed with an arbitrary
dependence on ω and p. On the other hand, higher-order
vertices !

(n>2)
k are approximated.

When the ansatz for !k [Eq. (24)] is inserted into its exact
evolution equation (21), the RG flow can be projected onto the
flows of f X

k . This provides three partial differential equations
that can be solved numerically,

k∂kf
X
k (ω,p) = IX

k (ω,p) =
∫

f,q

JX
k (ω,p,f,q), (29)

where IX
k are nonlinear integral expressions depending on

f X
k , which can be found in Ref. [105]. They are obtained by

taking appropriate field derivatives of the right-hand side of the
exact flow equation (21) and replacing !k by its ansatz. The
trace in Eq. (21) produces integral equations with nonlinear
kernels JX

k .
The second-order (SO) approximation is further simplified

to the so-called next-to-leading-order (NLO) approximation,
introduced in Ref. [105]. It consists in partially truncating the
frequency dependence of f ν

k and f D
k by setting f X

k (),Q) =
f X

k (0,Q) in JX
k (ω,p,f,q) on the right-hand side of Eq. (29)

for any arguments Q = q,|p ± q| and similarly for ). This
simplification drastically reduces the computational cost of
solving Eq. (29) while still yielding reliable results (see [105]).
Moreover, in the presence of microscopic noise correlations
(ξ ! 0), we consider two independent flowing functions f ν

k

and f D
k since Eqs. (27) are not satisfied for ξ #= 0. However,

we still impose f λ
k = 1, following [105] (see also [123]).

To summarize, our approximation scheme consists of three
main points.

(i) The flowing effective action !k is expanded in powers
of ϕ̃ and only terms up to second order are retained. This is
the SO approximation level, which is essential to produce a
manageable set of flow equations. It amounts to assuming that
the fluctuations of the response field h̃ are Gaussian. Note that

this truncation is not applied to h since !k contains arbitrarily
high powers of ϕ. The second order was shown in Ref. [104]
to reproduce the exact results for the 1D scaling function when
ξ = 0 [124] with extreme accuracy.

(ii) The frequency dependence of f X
k is neglected in the

kernel JX
k , on the right-hand side of the flow equation (29).

This is the NLO approximation level. This approximation can
be assessed by comparing its outcome to the results of the SO
approximation alone. This was done for d = 1 in Ref. [105]
and only small differences were observed. This approximation
greatly speeds up the numerical solution of the flow equations
since it enables the analytical integration over the internal
frequencies f , in Eq. (29). Note that the bare frequency content
is preserved, so that f X

k still develops a nontrivial frequency
dependence. For d = 2 and 3 and ξ = 0, the exponents as well
as universal dimensionless ratios computed in Ref. [105] at
NLO are in close agreement with the outcome of numerical
simulations [106,107].

(iii) The function f λ
k is set to one. This approximation is

specific to one dimension because it is related to the time-
reversal symmetry (10). It ensures that if the long-distance
physics is described by a time-reversal symmetric IR fixed
point, then the latter is recovered exactly, whereas if f λ

k starts
flowing, it induces a small error on the fixed point properties.
See [123] for details.

III. UNIVERSAL AND NONUNIVERSAL FEATURES
OF THE TWO-POINT CORRELATION FUNCTION

A. Fixed point

In order to find RG fixed points and study scale invariance,
it is convenient to recast Eq. (29) in a dimensionless form. To
this end we define

ν(k) = f ν
k (0,0), D(k) = f D

k (0,0) (30)
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the ansatz obtained with this procedure is

!k[ϕ,ϕ̃] =
∫

t,x

[
ϕ̃f λ

k

(
∂tϕ − 1

2
[∇ϕ]2

)

− 1
2

(
∇2ϕf ν

k ϕ̃ + ϕ̃f ν
k ∇2ϕ

)
+ ϕ̃f D

k ϕ̃

]
. (24)

Here f X
k (with X ∈ {λ,ν,D}) are analytic functions of D̃t and

∇, which depend on the RG scale. They can be interpreted as
an effective nonlinearity, dissipation, and noise, respectively.
The bare action (8) is recovered when

f ν
&(ω, p) = 1, f λ

&(ω, p) = 1, f D
& (ω, p) = Rξ (p). (25)

When they are evaluated at a uniform and stationary config-
uration (ϕ = const and ϕ̃ = 0), the derivatives of !k[ϕ,ϕ̃] in
Fourier space become expressions depending onf X

k (ω, p), that
is, the operators D̃t and ∇ in f X

k are replaced by iω and −i p,

respectively. Note that the ansatz (24) contains arbitrary
powers of ϕ through the functional dependence of f X

k on the
covariant time derivative D̃t .

There are additional constraints on f X
k stemming from the

other symmetries. The gauged shift symmetry imposes

f λ
k (ω,0) = 1. (26)

For ξ = 0 and d = 1, the time-reversal symmetry (10) leads
to

f D
k = f ν

k , f λ
k = 1 (27)

such that there is only one independent function left in this
case.

In the following, we focus on the 1D case (vector symbols
are hence dropped). With the ansatz (24), the inverse propaga-
tor evaluated in a uniform and stationary configuration reads

!
(2)
k (ω,p) =

(
0 iωf λ

k (ω,p) + p2f ν
k (ω,p)

−iωf λ
k (ω,p) + p2f ν

k (ω,p) −2f D
k (ω,p)

)

. (28)

This is the most general form for !
(2)
k compatible with

the symmetry constraints and endowed with an arbitrary
dependence on ω and p. On the other hand, higher-order
vertices !

(n>2)
k are approximated.

When the ansatz for !k [Eq. (24)] is inserted into its exact
evolution equation (21), the RG flow can be projected onto the
flows of f X

k . This provides three partial differential equations
that can be solved numerically,

k∂kf
X
k (ω,p) = IX

k (ω,p) =
∫

f,q

JX
k (ω,p,f,q), (29)

where IX
k are nonlinear integral expressions depending on

f X
k , which can be found in Ref. [105]. They are obtained by

taking appropriate field derivatives of the right-hand side of the
exact flow equation (21) and replacing !k by its ansatz. The
trace in Eq. (21) produces integral equations with nonlinear
kernels JX

k .
The second-order (SO) approximation is further simplified

to the so-called next-to-leading-order (NLO) approximation,
introduced in Ref. [105]. It consists in partially truncating the
frequency dependence of f ν

k and f D
k by setting f X

k (),Q) =
f X

k (0,Q) in JX
k (ω,p,f,q) on the right-hand side of Eq. (29)

for any arguments Q = q,|p ± q| and similarly for ). This
simplification drastically reduces the computational cost of
solving Eq. (29) while still yielding reliable results (see [105]).
Moreover, in the presence of microscopic noise correlations
(ξ ! 0), we consider two independent flowing functions f ν

k

and f D
k since Eqs. (27) are not satisfied for ξ #= 0. However,

we still impose f λ
k = 1, following [105] (see also [123]).

To summarize, our approximation scheme consists of three
main points.

(i) The flowing effective action !k is expanded in powers
of ϕ̃ and only terms up to second order are retained. This is
the SO approximation level, which is essential to produce a
manageable set of flow equations. It amounts to assuming that
the fluctuations of the response field h̃ are Gaussian. Note that

this truncation is not applied to h since !k contains arbitrarily
high powers of ϕ. The second order was shown in Ref. [104]
to reproduce the exact results for the 1D scaling function when
ξ = 0 [124] with extreme accuracy.

(ii) The frequency dependence of f X
k is neglected in the

kernel JX
k , on the right-hand side of the flow equation (29).

This is the NLO approximation level. This approximation can
be assessed by comparing its outcome to the results of the SO
approximation alone. This was done for d = 1 in Ref. [105]
and only small differences were observed. This approximation
greatly speeds up the numerical solution of the flow equations
since it enables the analytical integration over the internal
frequencies f , in Eq. (29). Note that the bare frequency content
is preserved, so that f X

k still develops a nontrivial frequency
dependence. For d = 2 and 3 and ξ = 0, the exponents as well
as universal dimensionless ratios computed in Ref. [105] at
NLO are in close agreement with the outcome of numerical
simulations [106,107].

(iii) The function f λ
k is set to one. This approximation is

specific to one dimension because it is related to the time-
reversal symmetry (10). It ensures that if the long-distance
physics is described by a time-reversal symmetric IR fixed
point, then the latter is recovered exactly, whereas if f λ

k starts
flowing, it induces a small error on the fixed point properties.
See [123] for details.

III. UNIVERSAL AND NONUNIVERSAL FEATURES
OF THE TWO-POINT CORRELATION FUNCTION

A. Fixed point

In order to find RG fixed points and study scale invariance,
it is convenient to recast Eq. (29) in a dimensionless form. To
this end we define

ν(k) = f ν
k (0,0), D(k) = f D

k (0,0) (30)
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FIG. 4. Comparison of the NPFRG calculation with direct nu-
merical simulations. The kinetic energy spectrum R̄ is computed
for ξ = 0.2622 and ξτ = 0.0579 (blue solid line), ξ = 1.7285 and
ξτ = 1.3428 (red dashed line), and ξ = 4.9725 and ξτ = 7.8134
(green dotted line). The lines show the NPFRG result and the circles
are the results of [66].

Galilean invariance (9b) [40,49,114–116]. It is remarkable
that this does not seem to affect the large-distance physics.
Such a robustness of Galilean invariance was pointed out in
Refs. [125–127] (see [128] for an overview). From an RG point
of view, this suggests that Galilean invariance is emergent
like the time-reversal symmetry. We cannot confirm this
statement within the NLO approximation used in the present
work since the breaking of Galilean symmetry by the initial
condition f D

# = Rξ,ξτ
generates violations of Ward identities

for higher-order vertex functions, which are neglected at this
order. In particular, the induced modification of the flow
equation of ĝk cannot be computed within NLO approximation
such that the RG flow of the theory is constrained to preserve
the identity exponent χ + z = 2 at the IR fixed point. However,
the presence of temporal correlations do not affect the results
found in Refs. [62,63,65,66] (where the full time evolution is
considered) in any noticeable way when compared to results
obtained in a Galilean invariant setup. This strongly suggests
that the IR physics is indeed Galilean invariant.

3. Crossover in the amplitude of the kinetic energy

As already mentioned, the stationary kinetic energy spec-
trum tends to a constant as p → 0,

D̃(ξ ) = R̄(p = 0) = Dξ

πνξ

∫ ∞

0
F̂ (x̂)dx̂. (57)

This constant can be related to the amplitude of the equal-time
correlation function, which, in the stationary state, takes the
form

W (τ = 0,r) = D̃|r|ξ , (58)

where | · · · |ξ is a rounded (on scales given by ξ ) absolute
value [62,63,65,66]. This means that for ξ = 0, one simply has
W (0,r) = |r|. When ξ is increased, the kink of the absolute
value becomes smooth and the slope of W (0,r) at large r
decreases. It is clear from Eq. (58) that D̃ is observable on
large scales. Equation (57) shows that it contains a ξ -dependent
factor that can be extracted from our calculation. The result is
shown in Fig. 5.

FIG. 5. Nonuniversal amplitude D̃, in log-log scale, from NPFRG
and from numerical simulations: (a) D̃ computed with spatial noise
correlations (2), with the NPFRG, and for different values of ξ (blue
solid line), as well as a power-law fit of the tail of the data (for
ξ ! 18) (black dashed line), and (b) D̃ computed with spatiotemporal
correlations (55), with the NPFRG for different values of ξ and
ξτ

∼= 0.539ξ 5/3 (blue solid line) with its power-law fit (for ξ ! 43)
(black dashed line) as well as two different estimations of D̃ from
the numerical computation of [66] (black circles and red squares).
The vertical axes of the two plots are scaled in the same way. The
horizontal axes are not. The decay of D̃(ξ ) with ξ is a large-scale
signature of the microscopic correlation length [see Eq. (58)]. It can
be observed experimentally by varying the coupling g = λ2D/ν3.

The behavior of the amplitude D̃ was previously addressed
in Refs. [62,65–67], fixing ξ ′ and varying the diffusion coeffi-
cient ν within the original KPZ equation (1) (see Sec. III C 2). A
crossover was predicted analytically at ξ ∼= 1, separating two
limiting behaviors: at small values of the correlation length
(ξ % 1), a saturation of the amplitude to one D̃ ≈ 1 [4,5,33],
and in the opposite limit (ξ ' 1), a decay as D̃ ∼ ξ−1/3. Note
that the large-ξ prediction relies on the existence of an optimal
trajectory in the language of the directed polymer, as intro-
duced in Ref. [62] and discussed more recently in Ref. [68]. A
key ingredient is to assume that the roughness of the polymer
end-point free energy takes the form (58). The recent Bethe
ansatz analysis proposed in Ref. [69] also yields the same
behavior of D̃ in the regime ξ ' 1, under the assumption of a
one-step replica symmetry breaking in the replica description.

As for the behavior of D̃ at intermediate values of ξ ,
although no exact expression is available yet, two independent
predictions have been obtained in the form of an implicit equa-
tion D̃γ ∝ (4/ξ )γ /3(1 − D̃), with γ ∈ {3/2,6} and numerical
prefactors of order 10 [62], invoking in particular a GVM
computation with a full replica symmetry breaking [62,68].
These analytical predictions are qualitatively consistent with
numerical measurements either on a directed polymer on a
discrete lattice [65] or in a direct numerical integration of
the continuous KPZ equation [66]. At last, we mention that D̃
corresponds to the fudging parameter f in Refs. [62,67], which
coincides in fact with the full-replica-symmetry-breaking
parameter in the GVM computations presented in Ref. [63].

We determined the nonuniversal amplitude D̃ within the
NPFRG framework, both for a microscopic noise with spatial
correlations (2) and different values of ξ and for spatiotemporal
correlations (55) for different values of ξ and correlation
time set to ξτ

∼= 0.539ξ 5/3. The two curves look very similar
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⚠  Pending discrepancy for the exponent, 
that we expect via other approaches (in 

our low-temperature or KPZ inviscid limit) 
to be instead
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⇒ Cf. Léonie Canet's talk



Numerics: continuous vs discrete Directed Polymer
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Airy-like 2-pt correlators:

(T = 0.4) (T = 1.5)

T 2 {0.4, 0.55, 1.22, 1.5, 1.8}
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C̄⇠(t, y) = eD
p

B(t) Ĉ ⇠p
B(t)

 
yp
B(t)

!

with the roughness
and a fitting parameter
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FIG. 8. (Color online) Rescaled free-energy fluctuations
C̄(t, y) for the discrete DP at large times and low tem-
peratures, according to the scaling (40). The inset
shows the bare data C̄(t, y) against y for timescales t =
4096, 8192, 16384, 32768 from bottom to top. Thin (thick)
lines correspond to T = 0.5 (T = 1).

scales asymptotically as

B(t) ⇠
⇢ T

c t
2⇣th (t ⌧ LT )�

cT
D

�2i
t
2⇣RM (t � LT )

with LT =
T

5

cD2
,

(38)
where ⇣th = 1/2 is the thermal roughness exponent
and ⇣RM = 2

3 . The temperature dependence of the
roughness is described at large scale by the thorn expo-
nent i = �1/3. The thermal lengthscale LT separates
short-scale thermal fluctuations characterized by ⇣th

from large-scale disorder-induced fluctuations of expo-
nent ⇣RM. It has been shown [76] that in the high
temperature regime the thermal length scale grows as
LT ⇠ T

1/✓F /(cD2), where ✓F = 1/5 is the Flory expo-
nent [52, 53]. In the discrete version of the DP one has
c = T [see (36) and Appendix E] and therefore the scaling
of the roughness (38) now reads

B(t) ⇠
⇢

t
2⇣th (t ⌧ LT )�
T 2

D

�2i
t
2⇣RM (t � LT )

with LT =
T

4

D2
.

(39)
In this last case, remarkably, the short-time behavior is
temperature-independent while the large time prefactor
scales with temperature as T 4i = T

�4/3.
These scaling properties of the roughness can be di-

rectly incorporated into the scaling properties of free-
energy correlations using the whole roughness to define
the characteristic transverse scale as in the scaling rela-
tion (22) which, in the absence of ⇠, writes

C̄(t, y) =
p
B(t) Ĉ

⇣
yp
B(t)

⌘
. (40)

First note that the inset of Fig. 9 shows how the sat-
uration regime of free-energy fluctuations is reached at
smaller transverse lengthscale y when increasing the tem-
perature. If, as suggested by the scaling relation (40), the
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FIG. 9. (Color online) Rescaled free-energy fluctuations
C̄(t, y) for the discrete DP at a fixed large time t = 16384
and from low to high temperatures, according to the scal-
ing (40). The inset shows the bare data C̄(t, y) against y.
Temperatures are T = 0.5, 1, 2, 4, 8 from top to bottom.

[e D
(T

)/
D
]�

1
[B

(t
)]

�
1 2
C̄
(t
,y
)

[B(t)]�
1
2 y

e D
(T

)/
D

T

FIG. 10. (Color online) Full temperature-independent
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as a function of T .

crossover is dictated by the time dependent roughness
B(t), this is in agreement with the negative value of the
thorn exponent ruling the temperature dependence of the
roughness [52, 53, 76]. The main panel of Fig. 7 illustrates
the validity of the scaling relation (40) that incorporates
the temperature dependence through the roughness func-
tion, in the range of high-temperature roughness.
Since the temperature dependence is included in the

roughness B(t), this scaling relation can also be probed
at lower temperatures. This is done in Fig. 8, were data
corresponding to two low temperatures T = 0.5, 1 and
di↵erent time scales are collapsed on a single curve. How-
ever, the high- and low-temperature regimes are not nec-
essarily described by the same rescaling function Ĉ(ȳ).
Fig. 9 actually shows, for a single value t = 16384, that
although high- and low-temperature data collapse on a
single curve proper to each regime, there is a crossover

Numerics: continuous vs discrete Directed Polymer

E. Agoritsas, S. Bustingorry,  V. Lecomte, G. Schehr & T. Giamarchi, Phys. Rev. E  86, 031144 (2012).

Airy-like 2-pt correlators at large times:

Scaling law for the correlator :
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FIG. 8. (Color online) Rescaled free-energy fluctuations
C̄(t, y) for the discrete DP at large times and low tem-
peratures, according to the scaling (40). The inset
shows the bare data C̄(t, y) against y for timescales t =
4096, 8192, 16384, 32768 from bottom to top. Thin (thick)
lines correspond to T = 0.5 (T = 1).
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where ⇣th = 1/2 is the thermal roughness exponent
and ⇣RM = 2

3 . The temperature dependence of the
roughness is described at large scale by the thorn expo-
nent i = �1/3. The thermal lengthscale LT separates
short-scale thermal fluctuations characterized by ⇣th

from large-scale disorder-induced fluctuations of expo-
nent ⇣RM. It has been shown [76] that in the high
temperature regime the thermal length scale grows as
LT ⇠ T

1/✓F /(cD2), where ✓F = 1/5 is the Flory expo-
nent [52, 53]. In the discrete version of the DP one has
c = T [see (36) and Appendix E] and therefore the scaling
of the roughness (38) now reads
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t
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T

4
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(39)
In this last case, remarkably, the short-time behavior is
temperature-independent while the large time prefactor
scales with temperature as T 4i = T

�4/3.
These scaling properties of the roughness can be di-

rectly incorporated into the scaling properties of free-
energy correlations using the whole roughness to define
the characteristic transverse scale as in the scaling rela-
tion (22) which, in the absence of ⇠, writes

C̄(t, y) =
p
B(t) Ĉ

⇣
yp
B(t)

⌘
. (40)

First note that the inset of Fig. 9 shows how the sat-
uration regime of free-energy fluctuations is reached at
smaller transverse lengthscale y when increasing the tem-
perature. If, as suggested by the scaling relation (40), the
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C̄(t, y) for the discrete DP at a fixed large time t = 16384
and from low to high temperatures, according to the scal-
ing (40). The inset shows the bare data C̄(t, y) against y.
Temperatures are T = 0.5, 1, 2, 4, 8 from top to bottom.
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crossover is dictated by the time dependent roughness
B(t), this is in agreement with the negative value of the
thorn exponent ruling the temperature dependence of the
roughness [52, 53, 76]. The main panel of Fig. 7 illustrates
the validity of the scaling relation (40) that incorporates
the temperature dependence through the roughness func-
tion, in the range of high-temperature roughness.
Since the temperature dependence is included in the

roughness B(t), this scaling relation can also be probed
at lower temperatures. This is done in Fig. 8, were data
corresponding to two low temperatures T = 0.5, 1 and
di↵erent time scales are collapsed on a single curve. How-
ever, the high- and low-temperature regimes are not nec-
essarily described by the same rescaling function Ĉ(ȳ).
Fig. 9 actually shows, for a single value t = 16384, that
although high- and low-temperature data collapse on a
single curve proper to each regime, there is a crossover
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FIG. 1. Schematic view of a continuous directed polymer of
trajectory y(t) starting in y = 0 at time 0 and arriving in y1 at time
t1, in a quenched random potential V (t,y). These point-to-point con-
figurations correspond to the “droplet geometry” of growth models.

Still at ξ = 0, remarkably, it was shown that at finite time t
the distribution of F̄ (t,y), for fixed y, can still be written as
a Fredholm determinant, which involves a nontrivial finite t
generalization of the Airy kernel [48–51].

In this paper we focus on the effects of finite temperature
and finite disorder correlation length (ξ > 0 or discrete DP) at
finite time for which we propose a generalized scaling relation
which reads formally

F̄ (t,y) ∼ ã[
√

B(t)]
1
2 χ

(
y

b̃
√

B(t)

)
, (2)

where B(t) is the roughness of the directed polymer, defined
as the second cumulant of the transverse fluctuations along
y at fixed time t . A more accurate statement is made in
Sec. III B in terms of the two-point correlator of F̄ (t,y); see
Eq. (22). The large time asymptotics (1) is then recovered

from B(t)
(t→∞)∼ t

4
3 . Our motivation for investigating the

case ξ > 0 comes from the study of physical or chemical
experiments where the disordered potential always presents
a finite correlation length, which, albeit microscopic and
often inaccessible to direct measurement, may still induce
observable effects at large scales [23]. In particular, we probe
the dependence of the constants ã,̃b on the system parameters
by distinguishing a high- and a low-temperature regime due to
ξ > 0. The appearance of those regimes generalizes the ones
affecting some specific observables (such as the roughness of
the interface, studied in Refs. [52,53]).

1y

t

FIG. 2. (Color online) Geometry of the discrete DP model we
consider. Allowed steps are y(t + 1) − y(t) = ±1. The longitudinal
and transverse axes correspond to the directions t and y, respectively.

The directed polymer model we study is defined in Sec. II
and the generalized scaling form we propose is presented
and discussed analytically in Sec. III. Numerical results are
gathered in Sec. IV for the discrete DP and Sec. V for
its continuous version. We discuss experimental implications
and draw our conclusions in Sec. VI. The details of some
computations are gathered in the Appendices.

II. MODEL AND SCOPE OF THE STUDY

A. DP formulation

We focus on the directed polymer formulation: the trajec-
tory of the polymer is described by a continuous coordinate
y(t), starting from y = 0 at t = 0 (see Fig. 1), and growing in a
random potential V (t,y) along the direction t . The energy of a
trajectory y(t) of duration t1 is the sum of elastic and disorder
contributions:

H[y,V ; t1] =
∫ t1

0
dt

{
c

2
[∂t y(t)]2 + V (t,y(t))

}
. (3)

The first term flattens the polymer by penalizing its defor-
mations (with an intensity encoded in the elastic constant c),
while the second term tends to deform it. At fixed disorder V ,
the weight of all trajectories starting from 0 and arriving in y1
at time t1 is given by the path integral

ZV (t1,y1) =
∫ y(t1)=y1

y(0)=0
Dy(t) e− 1

T
H[y,V ;t1], (4)

(we set the Boltzmann constant equal to 1 and denote thereafter
the inverse temperature by β = 1

T
). The mean value of an

observable O depending on the value of y at final time t reads,
at fixed disorder

〈O[y(t)]〉V =
∫

dy O(y)ZV (t,y)∫
dy ZV (t,y)

. (5)

Here and hereafter, the integrals
∫

dy over the DP endpoint
run by convention on the real line. We also consider a discrete
version of the same system, illustrated in Fig. 2 and described
in Sec. IV.

The weight ZV (t,y) is not normalized to unity
[
∫

dy ZV (t,y) (= 1 in general], but the path integral (4) is
chosen so that at zero disorder

∫
dy ZV ≡0(t,y) = 1 at all

times. With this choice of normalization, it is known from
the Feynman-Kac formula [54–57] (see also Ref. [58] for a
discussion) that the weight ZV (t,y) evolves according to the
“stochastic heat equation” [59–61]

∂tZV (t,y) = T

2c
∂2
yZV (t,y) − 1

T
V (t,y)ZV (t,y), (6)

while the free energy FV (t,y) = −T log ZV (t,y) obeys the
Kardar-Parisi-Zhang equation [24,56]

∂tFV (t,y) = T

2c
∂2
yFV (t,y) − 1

2c
[∂yFV (t,y)]2 + V (t,y). (7)

The presence of the so-called nonlinear KPZ term makes
the study of this equation particularly difficult; in particular
the typical extension of the excursions along the direction
y does not scale diffusively at large times (i.e., y ∼ t

1
2 ) but

superdiffusively (y ∼ t ζ where ζ = 2
3 is the KPZ exponent)

[24,28,32,45,56,62].

031144-2
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c ⇠ T

⚠  Cf.  Appendix E in Ref. below,  
for translation from the discrete to the continuous DP
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KPZ scaling for the 
asymptotic roughness
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Interlude: 'Standard' Flory/Imry-Ma scaling argument

 Short-range elasticity & Elastic limit / Quenched random-bond weak disorder HDES = Hel +Hdis

H[u, eV ] =

Z

R
dz ·


c

2
(rzu(z))

2 +

Z

R
dx · ⇢⇠(x� u(z)) eV (z, x)

�

⇢

/ ⇠

z

xuz

⇢

 Dimensional analysis / power counting:
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d = m = 1
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What is wrong with the 'standard' Flory/Imry-Ma scaling argument?

 Short-range elasticity & Elastic limit / Quenched random-bond weak disorder HDES = Hel +Hdis

H[u, eV ] =

Z

R
dz ·


c

2
(rzu(z))

2 +

Z

R
dx · ⇢⇠(x� u(z)) eV (z, x)

�

⇢

/ ⇠

z

xuz

⇢

 Dimensional analysis / power counting on the spatial dimension only!
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 Much more freedom if we allow to rescale also all the other parameters                          of the DES model!
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{c,D, T, ⇠, L}

E. Agoritsas & V. Lecomte, J. Phys. A 50, 104001 (2017), "Power countings versus physical scalings 
in disordered elastic systems - Case study of the one-dimensional interface"

Allowing to rescale all these parameters (here 5 of them), while keeping the Gibbs-Boltzmann weight 
invariant (2 conditions), leaves 3 parameters free to be fixed (potentially dependent on the lengthscale)

Reasoning on the Hamiltonian yields a list of possible candidates for crossover scales.

Reasoning on the replicated Hamiltonian (although strictly equivalent to the non-replicated one) 
turns out to yield the asymptotic KPZ exact scalings.
Reasoning on the DP free-energy, additional input at fixed time ↔︎ our lengthscale (e.g. Brownian scaling)



Revisiting the Flory construction

Scaling arguments: • ‘back-of-the-envelope’ shortcuts for theoretical computations
• reasoning on the interplay between a model’s relevant ‘typical’ scales
• sometimes untrustworthy beforehand; rather a posteriori explanation

Flory or ‘Imry-Ma’ construction: power countings on the Hamiltonian or free energy; which are the 
possible candidates for the Flory roughness exponents?

{t = bt̂, y = aŷ} & a ⇠ b⇣F

{c0 = 1, D0 =
D

D0
, T 0 =

T
eE
, ⇠0 =

⇠

a
} Requirement: Boltzmann weight 

invariant under rescaling
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3.1. Hamiltonian H [y(t), V ; tf ]

We first recall the expression of the Hamiltonian:

H [y(t), V ; tf ]
(1)
= Hel [y(t); tf ] + Hdis [y(t), V ; tf ] (31)

Hel [y(t); tf ]

����
c0

=

Z tf

0
dt

c0

2
(@ty(t))2 , (32)

Hdis [y(t), V ; tf ]

����
D0,⇠0

=

Z tf

0
dt V (t, y(t))

����
D0,⇠0

(33)

V (t, y)V (t0, y0)

����
D0,⇠0

= D0�(t � t0)R⇠0(y � y0) (34)

where the dependence on the di↵erent parameters has been made explicit. We then
rescale the spatial coordinates and the energy (we set the Boltzmann constant kB = 1
so that the temperature has the units of an energy) according to:

t = bt̂, y = aŷ, T = eET 0 (35)

so that the di↵erent parts of the Hamiltonian are rescaled as:

Hel [y(t); tf ]

����
c0=c

=
ca2

b
Hel

⇥
ŷ(t̂); t̂f

⇤ ����
c0=1

(36)

Hdis [y(t), V ; tf ]

����
D0=D,⇠0=⇠

(d)
=

✓
bD0

a

◆1/2

Hdis

⇥
ŷ(t̂), V ; t̂f

⇤ ����
D0=D/D0,⇠0=⇠/a

(37)

The rescaling of the disorder Hamiltonian is only valid ‘in distribution’, as indicated
by the ‘d’; the random potential of V (t, y) is a stochastic variable and as such cannot
be rescaled straightforwardly as the deterministic Hel. Nevertheless, the scaling of its
Gaussian distribution can be deduced from its two-point correlator:

V (t, y)2
����
D0=D,⇠0=⇠

(d)⇠ V (t, y)V (t0, y0)

����
D0=D,⇠0=⇠

= D b�1�(t̂ � t̂0) a�1R⇠/a(ŷ � ŷ0)

=
D

ba
V (t̂, ŷ)V (t̂0, ŷ0)

����
D0=1,⇠0=⇠/a

(d)⇠ D

ab
V (t̂, ŷ)2

����
D0=1,⇠0=⇠/a

(38)

This scaling in distribution yields a scaling relation on non-fluctuating observables
when dealing with statistical averages, after averaging over disorder.

In the statistical averages hO [y(tf)]i, the Boltzmann weight / e�
1
T H[y(t),V ;tf ] is

not modified provided that the elastic and disorder parts of the Hamiltonian scales
identically, i.e. ca2/b = (bD/a)1/2, and that the temperature is redefined accordingly:

T�1H [y(t), V ; tf ]

����c0=c,D0=D,

T 0=T,⇠0=⇠

= T 0�1 eE�1 ca2

b| {z }
=1

H
⇥
ŷ(t̂), V ; t̂f

⇤ ����c0=1,D0=D/D0,

T 0=T/ eE,⇠0=⇠/a

(39)

This ‘Flory recipe’ guarantees that the roughness can thus be rescaled exactly, while
fixing the relations between the scalings factors {a, b, eE}:

B(t; c, D, T, ⇠, tf) = a2 B̄

✓
t̂ =

t

b
; c0 = 1, D0 =

D

D0
, T 0 =

T
eE

, ⇠0 =
⇠

a
, t̂f =

tf
b

◆
(40)

with

8
<

:
a =

⇣
D1/3

0 c�2/3b
⌘3/5

() b =
⇣
D�1/5

0 c2/5a
⌘5/3

, ⇣(1)
F = 3/5

eE = ca2/b =
�
cD2

0b
�1/5

= (cD0a)1/3
(41)
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3. Power countings and Flory arguments

We now examine systematically the di↵erent options of rescalings of the statistical
averages, defined either with respect to the interface Hamiltonian in (5)-(6) (path
integrals

R
Dy(t)), or with respect to the DP endpoint free energy in (9)-(10) (simple

integrals
R

dy). We focus specifically on the roughness function:

B(t; c, D, T, ⇠, tf) =

(
hy(t)2i|{c,D,T,⇠,tf} (static 1D interface)

hy2itf |{c,D,T,⇠} (1+1 DP endpoint)
(28)

and we emphasise that we have kept the same set of parameters {c, D, T, ⇠, tf} in the
two sides of the mapping in order to avoid any unnecessary confusion.

In a nutshell, when we rescale the spatial coordinates
�
t = bt̂, y = aŷ

 
, we want

to review di↵erent options that we might have in order to reabsorb the dependence
on {a, b} into the parameters of the statistical averages (28):

B(t; c, D, T, ⇠, tf) = a2 B̄(t/b; c0, D0, T 0, ⇠0, tf/b) (29)

As a compromise, from now on we will make a slight abuse of notation in order to
discuss these scalings, playing with the set of parameters that are made explicit after
t in the roughness function B(t; . . .). The convention will be that we indicate by
primes the rescaled parameters within the scaling function B̄(t̂; . . .). For instance
when rescaling the DP free energy according to the Brownian scaling (25), we will
rather consider:

B(tf ; c, eD, T, ⇠) = a2 B̄DP(tf/b; c0, eD0, T 0, ⇠0) (30)

In fact the rewritings (29)-(30) dictate how the spatial coordinates
�
t = bt̂, y = aŷ

 

must be conjointly rescaled, in order to rescale with a single overall prefactor the
di↵erent contributions of the full Hamiltonian H [y(t), V ; tf ] or the full free energy
FV (tf , y), along with their associated Boltzmann weights / exp {�H [y(t), V ; tf ] /T}
and / exp {�FV (tf , y)/T} in the statistical averages (5) and (9).

Such power counting corresponds to the so-called ‘Imry-Ma’ [1, 2] or ‘Flory’
constructions [3, 4]. Although any rescaling a ⇠ b⇣F compatible with these Flory ‘rules’
is of course allowed, the physical interpretation of ⇣F as being the ‘true’ roughness
exponent of the problem is not guaranteed at all. Nevertheless, we want to emphasise
that the scope of such rescalings is broader than the determination of the sole roughness
exponent, since they a↵ect the asymptotic behaviour of the scaling functions B̄(t̂; · · ·)
or B̄DP(t̂; · · ·) and might accordingly provide a possibly simpler physical picture, when
determining those scaling functions.

We have already partly addressed this issue in [15] (in section IV) and in [14] (in
chapter 4 and section 5.5). Here we recall for reference the power countings on the
Hamiltonian and on the free energy (under the Brownian scaling assumption (25)),
and we present in addition their counterparts with replicas. These di↵erent Flory
scalings are summarised in section 3.5. In the next section 4 we will focus on three
specific cases where a saddle-point analysis of the path integrals allows to confirm
or to disqualify the Flory exponent; we will provide the missing key ingredients that
allow to firmly assess what were yet in [15, 14] indirect statements, on the existence
and properties of saddle points (or from a more physical point of view, of optimal
trajectories).
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3.5. Summary of the di↵erent power countings

Throughout this section, we have explored the di↵erent power countings and Flory
rescalings, either on the 1D interface Hamiltonian or on the DP free energy, without
or with replicas, based on a rescaling of the spatial coordinates with (a, b) and of the
energy with eE. These di↵erent power countings are listed in table 3.

Table 3. List of the Flory power countings presented in section 3.

Starting point Ref. Power counting ⇣F eE = ca2/b

H [y(t), V ; tf ] (40)-(41) a =

⇣
D1/3

0 c�2/3b
⌘3/5

, 3/5
�
cD2

0b
�1/5

= (cD0a)
1/3

eH [y1(t), . . . , yn(t); tf ] (48)-(49) a =

⇣
D0

c eE

⌘1/3
b2/3, 2/3

�
cD2

0b
�1/5

= (cD0a)
1/3

FV (tf , y) (60)-(61) a =

⇣
eD0/c

2
⌘1/3

b2/3, 2/3
⇣
eD2
0b/c

⌘1/3
= ( eD0a)

1/2

eF (tf , y1, . . . , yn) (66)-(67) a =
eD0

c eE
b, 1

⇣
eD2
0b/c

⌘1/3
= ( eD0a)

1/2

We have seen that these quantities have di↵erent values for the Flory
exponent, defined by the identical scaling of the two parts of each quantity:

⇣(1)
F = 3

5 , ⇣(2)
F = 2

3 , ⇣(3)
F = 2

3 , ⇣(4)
F = 1. When we impose moreover that the Boltzmann

weight in statistical averages should not be modified by a Flory rescaling, we recover
the same expressions for the Hamiltonians, and similarly for the DP free energies.

Since all these power countings are based on quantities which are di↵erent
incarnations of the same model, these di↵erent rescalings turn out to be equivalent, and
it is possible to recover one from each other. Nevertheless, they are nothing more than
power countings at this stage, and an additional physical input is required in order to
assess if a given Flory exponent corresponds (or not) to a physical exponent, and which
features of the Flory construction are to be trusted (or not). For that purpose, in the
next section we will discuss how path-integral saddle points can precisely provide such
an input.

4. Saddle points and optimal trajectories in path integrals

In this section we examine, using a saddle-point asymptotic analysis, the relation
between the roughness exponent at large tf and the Flory exponents arising from
the well-chosen scalings allowing for a common rescaling of elastic and disordered
contributions to the free energy or to the Hamiltonian, as we have just discussed in
section 3. We first justify why the Flory rescaling of the free energy gives the correct
roughness exponent (in section 4.1), while the Flory rescaling of the Hamiltonian does
not (in section 4.2) – noticing the crucial role of the disorder correlation length ⇠ in the
KPZ problem. The key ingredient is the Lax-Oleinik principle [22, 23, 24, 25], which
gives a condition for the existence of optimal point-to-line trajectories in the zero-
temperature limit. We then describe how the use of this principle makes it possible
to identify the explicit dependency in ⇠ of the asymptotic roughness, in the zero-
temperature limit, from a saddle-point analysis on the Hamiltonian at T ! 0 (in
section 4.3). Last (in section 4.4), we discuss these three cases from the perspective of
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3.5. Summary of the di↵erent power countings

Throughout this section, we have explored the di↵erent power countings and Flory
rescalings, either on the 1D interface Hamiltonian or on the DP free energy, without
or with replicas, based on a rescaling of the spatial coordinates with (a, b) and of the
energy with eE. These di↵erent power countings are listed in table 3.

Table 3. List of the Flory power countings presented in section 3.

Starting point Ref. Power counting ⇣F eE = ca2/b

H [y(t), V ; tf ] (40)-(41) a =

⇣
D1/3

0 c�2/3b
⌘3/5

, 3/5
�
cD2

0b
�1/5

= (cD0a)
1/3

eH [y1(t), . . . , yn(t); tf ] (48)-(49) a =

⇣
D0

c eE

⌘1/3
b2/3, 2/3

�
cD2

0b
�1/5

= (cD0a)
1/3

FV (tf , y) (60)-(61) a =

⇣
eD0/c

2
⌘1/3

b2/3, 2/3
⇣
eD2
0b/c

⌘1/3
= ( eD0a)

1/2

eF (tf , y1, . . . , yn) (66)-(67) a =
eD0

c eE
b, 1

⇣
eD2
0b/c

⌘1/3
= ( eD0a)

1/2

We have seen that these quantities have di↵erent values for the Flory
exponent, defined by the identical scaling of the two parts of each quantity:

⇣(1)
F = 3

5 , ⇣(2)
F = 2

3 , ⇣(3)
F = 2

3 , ⇣(4)
F = 1. When we impose moreover that the Boltzmann

weight in statistical averages should not be modified by a Flory rescaling, we recover
the same expressions for the Hamiltonians, and similarly for the DP free energies.

Since all these power countings are based on quantities which are di↵erent
incarnations of the same model, these di↵erent rescalings turn out to be equivalent, and
it is possible to recover one from each other. Nevertheless, they are nothing more than
power countings at this stage, and an additional physical input is required in order to
assess if a given Flory exponent corresponds (or not) to a physical exponent, and which
features of the Flory construction are to be trusted (or not). For that purpose, in the
next section we will discuss how path-integral saddle points can precisely provide such
an input.

4. Saddle points and optimal trajectories in path integrals

In this section we examine, using a saddle-point asymptotic analysis, the relation
between the roughness exponent at large tf and the Flory exponents arising from
the well-chosen scalings allowing for a common rescaling of elastic and disordered
contributions to the free energy or to the Hamiltonian, as we have just discussed in
section 3. We first justify why the Flory rescaling of the free energy gives the correct
roughness exponent (in section 4.1), while the Flory rescaling of the Hamiltonian does
not (in section 4.2) – noticing the crucial role of the disorder correlation length ⇠ in the
KPZ problem. The key ingredient is the Lax-Oleinik principle [22, 23, 24, 25], which
gives a condition for the existence of optimal point-to-line trajectories in the zero-
temperature limit. We then describe how the use of this principle makes it possible
to identify the explicit dependency in ⇠ of the asymptotic roughness, in the zero-
temperature limit, from a saddle-point analysis on the Hamiltonian at T ! 0 (in
section 4.3). Last (in section 4.4), we discuss these three cases from the perspective of
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with B̄(t̂; . . .) a scaling function with adimensional parameters, on which the scaling
assumptions are actually made. So for the Hamiltonian (31)-(32)-(33) the Flory

exponent is ⇣(1)
F = 3/5. Nevertheless, we still have two free parameters to fix, and in

(40) this would correspond to choose two typical scales and to examine the behaviour
of B̄(t̂; . . .).

Physically, depending on the regimes we are interested to (low temperature, high
temperature, large tf , . . . ), we expect that there should be one typical scale and
associated rescaling, for which the behaviour of the scaling function B̄(t̂; . . .) simplifies
radically. In (40), we have in fact several natural choices, that we list in the tables 1
and 2. Note that in all cases, we choose to rescale the elastic constant to c0 = 1.

Table 1. List of the rescaling choices for the Hamiltonian H [y(t), V ; tf ] when
imposing c0 = 1 and D0 = 1 (i.e. D0 = D).

Constraint:
D0

= 1
b eE D0 a

Possibly
relevant for

(1a) T 0
= 1

T5

cD2 T D T3

cD ⇠ ! 0

(1b) ⇠0 = 1
⇠1/3

D5/3c2/3
=

T5
c

cD2 (⇠cD)
1/3

⌘ Tc D ⇠ T ! 0

(1c) t̂f = 1 tf (cD2tf)
1/5 D

⇣
D1/3tf
c2/3

⌘3/5

tf ! 1

(1d) T 0
= T/f (T/f)5

cD2 f D (T/f)3

cD

Temperature

crossover

In table 1, we have imposed c0 = D0 = 1 allowing for a rescaling of the thermal
fluctuations (via T 0 = T/ eE) and of the disorder correlation length (via ⇠0 = ⇠/a), and
as such they are particularly suited for studying the temperature crossover of the
roughness [15, 14]. For (1a), (1b) and (1c), b can be identified as the Larkin length
Lc(T, ⇠) in its di↵erent temperature regimes (27), with in particular f = f(T, ⇠) the
‘fudging’ parameter describing the complete temperature crossover. The rescalings
(1b) and (1c) will be examined from the point of view of (non-)existent saddle-point
of path integrals in section 4.4.

Table 2. List of the additional rescaling choices for the Hamiltonian
H [y(t), V ; tf ] when imposing c0 = 1 and either ⇠0 = 1 (i.e. a = ⇠) or T 0 = 1

(i.e. eE = T ).

Constraint: b eE D0 a Comment

(2a) ⇠0 = 1, T 0
= 1

⇠2c
T T T3

c⇠ ⇠
Regime at tf � b ill-defined for

both limits T ! 0 and ⇠ ! 0.

(2b) ⇠0 = 1, t̂f = 1 tf
c⇠2

T
c2⇠5

t3f
⇠

Vanishing disorder strength at

tf ! 1 8(T, ⇠) (unphysical!)

(2c) T 0
= 1, t̂f = 1 tf T

⇣
T5

ctf

⌘1/2 ⇣
Ttf
c

⌘1/2 Vanishing disorder strength and

diverging correlation length

at tf ! 1.

Requirement: Boltzmann weight 
invariant under rescaling
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3.1. Hamiltonian H [y(t), V ; tf ]

We first recall the expression of the Hamiltonian:

H [y(t), V ; tf ]
(1)
= Hel [y(t); tf ] + Hdis [y(t), V ; tf ] (31)

Hel [y(t); tf ]

����
c0

=

Z tf

0
dt

c0

2
(@ty(t))2 , (32)

Hdis [y(t), V ; tf ]

����
D0,⇠0

=

Z tf

0
dt V (t, y(t))

����
D0,⇠0

(33)

V (t, y)V (t0, y0)

����
D0,⇠0

= D0�(t � t0)R⇠0(y � y0) (34)

where the dependence on the di↵erent parameters has been made explicit. We then
rescale the spatial coordinates and the energy (we set the Boltzmann constant kB = 1
so that the temperature has the units of an energy) according to:

t = bt̂, y = aŷ, T = eET 0 (35)

so that the di↵erent parts of the Hamiltonian are rescaled as:

Hel [y(t); tf ]

����
c0=c

=
ca2

b
Hel

⇥
ŷ(t̂); t̂f

⇤ ����
c0=1

(36)

Hdis [y(t), V ; tf ]

����
D0=D,⇠0=⇠

(d)
=

✓
bD0

a

◆1/2

Hdis

⇥
ŷ(t̂), V ; t̂f

⇤ ����
D0=D/D0,⇠0=⇠/a

(37)

The rescaling of the disorder Hamiltonian is only valid ‘in distribution’, as indicated
by the ‘d’; the random potential of V (t, y) is a stochastic variable and as such cannot
be rescaled straightforwardly as the deterministic Hel. Nevertheless, the scaling of its
Gaussian distribution can be deduced from its two-point correlator:

V (t, y)2
����
D0=D,⇠0=⇠

(d)⇠ V (t, y)V (t0, y0)

����
D0=D,⇠0=⇠

= D b�1�(t̂ � t̂0) a�1R⇠/a(ŷ � ŷ0)

=
D

ba
V (t̂, ŷ)V (t̂0, ŷ0)

����
D0=1,⇠0=⇠/a

(d)⇠ D

ab
V (t̂, ŷ)2

����
D0=1,⇠0=⇠/a

(38)

This scaling in distribution yields a scaling relation on non-fluctuating observables
when dealing with statistical averages, after averaging over disorder.

In the statistical averages hO [y(tf)]i, the Boltzmann weight / e�
1
T H[y(t),V ;tf ] is

not modified provided that the elastic and disorder parts of the Hamiltonian scales
identically, i.e. ca2/b = (bD/a)1/2, and that the temperature is redefined accordingly:

T�1H [y(t), V ; tf ]

����c0=c,D0=D,

T 0=T,⇠0=⇠

= T 0�1 eE�1 ca2

b| {z }
=1

H
⇥
ŷ(t̂), V ; t̂f

⇤ ����c0=1,D0=D/D0,

T 0=T/ eE,⇠0=⇠/a

(39)

This ‘Flory recipe’ guarantees that the roughness can thus be rescaled exactly, while
fixing the relations between the scalings factors {a, b, eE}:

B(t; c, D, T, ⇠, tf) = a2 B̄

✓
t̂ =

t

b
; c0 = 1, D0 =

D

D0
, T 0 =

T
eE

, ⇠0 =
⇠

a
, t̂f =

tf
b

◆
(40)

with

8
<

:
a =

⇣
D1/3

0 c�2/3b
⌘3/5

() b =
⇣
D�1/5

0 c2/5a
⌘5/3

, ⇣(1)
F = 3/5

eE = ca2/b =
�
cD2

0b
�1/5

= (cD0a)1/3
(41)
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3. Power countings and Flory arguments

We now examine systematically the di↵erent options of rescalings of the statistical
averages, defined either with respect to the interface Hamiltonian in (5)-(6) (path
integrals

R
Dy(t)), or with respect to the DP endpoint free energy in (9)-(10) (simple

integrals
R

dy). We focus specifically on the roughness function:

B(t; c, D, T, ⇠, tf) =

(
hy(t)2i|{c,D,T,⇠,tf} (static 1D interface)

hy2itf |{c,D,T,⇠} (1+1 DP endpoint)
(28)

and we emphasise that we have kept the same set of parameters {c, D, T, ⇠, tf} in the
two sides of the mapping in order to avoid any unnecessary confusion.

In a nutshell, when we rescale the spatial coordinates
�
t = bt̂, y = aŷ

 
, we want

to review di↵erent options that we might have in order to reabsorb the dependence
on {a, b} into the parameters of the statistical averages (28):

B(t; c, D, T, ⇠, tf) = a2 B̄(t/b; c0, D0, T 0, ⇠0, tf/b) (29)

As a compromise, from now on we will make a slight abuse of notation in order to
discuss these scalings, playing with the set of parameters that are made explicit after
t in the roughness function B(t; . . .). The convention will be that we indicate by
primes the rescaled parameters within the scaling function B̄(t̂; . . .). For instance
when rescaling the DP free energy according to the Brownian scaling (25), we will
rather consider:

B(tf ; c, eD, T, ⇠) = a2 B̄DP(tf/b; c0, eD0, T 0, ⇠0) (30)

In fact the rewritings (29)-(30) dictate how the spatial coordinates
�
t = bt̂, y = aŷ

 

must be conjointly rescaled, in order to rescale with a single overall prefactor the
di↵erent contributions of the full Hamiltonian H [y(t), V ; tf ] or the full free energy
FV (tf , y), along with their associated Boltzmann weights / exp {�H [y(t), V ; tf ] /T}
and / exp {�FV (tf , y)/T} in the statistical averages (5) and (9).

Such power counting corresponds to the so-called ‘Imry-Ma’ [1, 2] or ‘Flory’
constructions [3, 4]. Although any rescaling a ⇠ b⇣F compatible with these Flory ‘rules’
is of course allowed, the physical interpretation of ⇣F as being the ‘true’ roughness
exponent of the problem is not guaranteed at all. Nevertheless, we want to emphasise
that the scope of such rescalings is broader than the determination of the sole roughness
exponent, since they a↵ect the asymptotic behaviour of the scaling functions B̄(t̂; · · ·)
or B̄DP(t̂; · · ·) and might accordingly provide a possibly simpler physical picture, when
determining those scaling functions.

We have already partly addressed this issue in [15] (in section IV) and in [14] (in
chapter 4 and section 5.5). Here we recall for reference the power countings on the
Hamiltonian and on the free energy (under the Brownian scaling assumption (25)),
and we present in addition their counterparts with replicas. These di↵erent Flory
scalings are summarised in section 3.5. In the next section 4 we will focus on three
specific cases where a saddle-point analysis of the path integrals allows to confirm
or to disqualify the Flory exponent; we will provide the missing key ingredients that
allow to firmly assess what were yet in [15, 14] indirect statements, on the existence
and properties of saddle points (or from a more physical point of view, of optimal
trajectories).
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Scaling arguments: • ‘back-of-the-envelope’ shortcuts for theoretical computations
• reasoning on the interplay between a model’s relevant ‘typical’ scales
• sometimes untrustworthy beforehand; rather a posteriori explanation

Flory or ‘Imry-Ma’ construction: power countings on the Hamiltonian or free energy; which are the 
possible candidates for the Flory roughness exponents?
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Revisiting the Flory construction
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3.1. Hamiltonian H [y(t), V ; tf ]

We first recall the expression of the Hamiltonian:

H [y(t), V ; tf ]
(1)
= Hel [y(t); tf ] + Hdis [y(t), V ; tf ] (31)

Hel [y(t); tf ]

����
c0

=

Z tf

0
dt

c0

2
(@ty(t))2 , (32)

Hdis [y(t), V ; tf ]

����
D0,⇠0

=

Z tf

0
dt V (t, y(t))

����
D0,⇠0

(33)

V (t, y)V (t0, y0)

����
D0,⇠0

= D0�(t � t0)R⇠0(y � y0) (34)

where the dependence on the di↵erent parameters has been made explicit. We then
rescale the spatial coordinates and the energy (we set the Boltzmann constant kB = 1
so that the temperature has the units of an energy) according to:

t = bt̂, y = aŷ, T = eET 0 (35)

so that the di↵erent parts of the Hamiltonian are rescaled as:

Hel [y(t); tf ]

����
c0=c

=
ca2

b
Hel

⇥
ŷ(t̂); t̂f

⇤ ����
c0=1

(36)

Hdis [y(t), V ; tf ]

����
D0=D,⇠0=⇠

(d)
=

✓
bD0

a

◆1/2

Hdis

⇥
ŷ(t̂), V ; t̂f

⇤ ����
D0=D/D0,⇠0=⇠/a

(37)

The rescaling of the disorder Hamiltonian is only valid ‘in distribution’, as indicated
by the ‘d’; the random potential of V (t, y) is a stochastic variable and as such cannot
be rescaled straightforwardly as the deterministic Hel. Nevertheless, the scaling of its
Gaussian distribution can be deduced from its two-point correlator:

V (t, y)2
����
D0=D,⇠0=⇠

(d)⇠ V (t, y)V (t0, y0)

����
D0=D,⇠0=⇠

= D b�1�(t̂ � t̂0) a�1R⇠/a(ŷ � ŷ0)

=
D

ba
V (t̂, ŷ)V (t̂0, ŷ0)

����
D0=1,⇠0=⇠/a

(d)⇠ D

ab
V (t̂, ŷ)2

����
D0=1,⇠0=⇠/a

(38)

This scaling in distribution yields a scaling relation on non-fluctuating observables
when dealing with statistical averages, after averaging over disorder.

In the statistical averages hO [y(tf)]i, the Boltzmann weight / e�
1
T H[y(t),V ;tf ] is

not modified provided that the elastic and disorder parts of the Hamiltonian scales
identically, i.e. ca2/b = (bD/a)1/2, and that the temperature is redefined accordingly:

T�1H [y(t), V ; tf ]

����c0=c,D0=D,

T 0=T,⇠0=⇠

= T 0�1 eE�1 ca2

b| {z }
=1

H
⇥
ŷ(t̂), V ; t̂f

⇤ ����c0=1,D0=D/D0,

T 0=T/ eE,⇠0=⇠/a

(39)

This ‘Flory recipe’ guarantees that the roughness can thus be rescaled exactly, while
fixing the relations between the scalings factors {a, b, eE}:

B(t; c, D, T, ⇠, tf) = a2 B̄

✓
t̂ =

t

b
; c0 = 1, D0 =

D

D0
, T 0 =

T
eE

, ⇠0 =
⇠

a
, t̂f =

tf
b

◆
(40)

with

8
<

:
a =

⇣
D1/3

0 c�2/3b
⌘3/5

() b =
⇣
D�1/5

0 c2/5a
⌘5/3

, ⇣(1)
F = 3/5

eE = ca2/b =
�
cD2

0b
�1/5

= (cD0a)1/3
(41)
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3. Power countings and Flory arguments

We now examine systematically the di↵erent options of rescalings of the statistical
averages, defined either with respect to the interface Hamiltonian in (5)-(6) (path
integrals

R
Dy(t)), or with respect to the DP endpoint free energy in (9)-(10) (simple

integrals
R

dy). We focus specifically on the roughness function:

B(t; c, D, T, ⇠, tf) =
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hy(t)2i|{c,D,T,⇠,tf} (static 1D interface)

hy2itf |{c,D,T,⇠} (1+1 DP endpoint)
(28)

and we emphasise that we have kept the same set of parameters {c, D, T, ⇠, tf} in the
two sides of the mapping in order to avoid any unnecessary confusion.

In a nutshell, when we rescale the spatial coordinates
�
t = bt̂, y = aŷ

 
, we want

to review di↵erent options that we might have in order to reabsorb the dependence
on {a, b} into the parameters of the statistical averages (28):

B(t; c, D, T, ⇠, tf) = a2 B̄(t/b; c0, D0, T 0, ⇠0, tf/b) (29)

As a compromise, from now on we will make a slight abuse of notation in order to
discuss these scalings, playing with the set of parameters that are made explicit after
t in the roughness function B(t; . . .). The convention will be that we indicate by
primes the rescaled parameters within the scaling function B̄(t̂; . . .). For instance
when rescaling the DP free energy according to the Brownian scaling (25), we will
rather consider:

B(tf ; c, eD, T, ⇠) = a2 B̄DP(tf/b; c0, eD0, T 0, ⇠0) (30)

In fact the rewritings (29)-(30) dictate how the spatial coordinates
�
t = bt̂, y = aŷ

 

must be conjointly rescaled, in order to rescale with a single overall prefactor the
di↵erent contributions of the full Hamiltonian H [y(t), V ; tf ] or the full free energy
FV (tf , y), along with their associated Boltzmann weights / exp {�H [y(t), V ; tf ] /T}
and / exp {�FV (tf , y)/T} in the statistical averages (5) and (9).

Such power counting corresponds to the so-called ‘Imry-Ma’ [1, 2] or ‘Flory’
constructions [3, 4]. Although any rescaling a ⇠ b⇣F compatible with these Flory ‘rules’
is of course allowed, the physical interpretation of ⇣F as being the ‘true’ roughness
exponent of the problem is not guaranteed at all. Nevertheless, we want to emphasise
that the scope of such rescalings is broader than the determination of the sole roughness
exponent, since they a↵ect the asymptotic behaviour of the scaling functions B̄(t̂; · · ·)
or B̄DP(t̂; · · ·) and might accordingly provide a possibly simpler physical picture, when
determining those scaling functions.

We have already partly addressed this issue in [15] (in section IV) and in [14] (in
chapter 4 and section 5.5). Here we recall for reference the power countings on the
Hamiltonian and on the free energy (under the Brownian scaling assumption (25)),
and we present in addition their counterparts with replicas. These di↵erent Flory
scalings are summarised in section 3.5. In the next section 4 we will focus on three
specific cases where a saddle-point analysis of the path integrals allows to confirm
or to disqualify the Flory exponent; we will provide the missing key ingredients that
allow to firmly assess what were yet in [15, 14] indirect statements, on the existence
and properties of saddle points (or from a more physical point of view, of optimal
trajectories).
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with B̄(t̂; . . .) a scaling function with adimensional parameters. So for the replicated

Hamiltonian (42)-(43)-(44) the apparent Flory exponent is ⇣(2)
F = 2/3, however eE(a)

and eE(b) are exactly the same as in (49). In fact, if we combine the two relations in
(49), we simply recover their counterparts (41) for the original Hamiltonian, and in

particular that ‘a ⇠ b3/5’ (i.e. ⇣(1)
F = 3/5).

In the relations (48)-(49), we still have two free parameters to fix, and in (48) this
would, again, correspond to choose two typical scales and to examine the behaviour
of B̄(t̂; . . .). Since the rescaling of the original Hamiltonian and of its replicated
counterpart are both based on the same scaling for the disorder, we expect physically
that we should find the same values for {a, b, eE} when we fix the two remaining free
parameters. And indeed we find for instance the same values for c0 = D0 = 1 as those
listed in table 1, confirming that the crossover lengthscales, such as the Larkin length,
should be the same with or without replicæ.

Nevertheless, the Flory construction of the replicated Hamiltonian suggests more
transparently an additional rescaling, which turns out to correspond exactly to the
‘physical’ scalings of the 1D interface at large lengthscale tf . Imposing again c0 = 1,
we choose to control conjointly D0 and T 0 via their ratio D0/T 0 = 1/f , f being thus a
parameter which controls the amplitude of the disorder replicated Hamiltonian. This
choice implies:

D0

T 0
=

D/D0

T/ eE
=

1

f
, D0

eE
=

D

T/f
(50)

a =

✓
D0

c eE

◆1/3

b2/3 =

✓
D

cT/f

◆1/3

b2/3 (51)

eE =

"✓
D

T/f

◆2

cb

#1/3

=

✓
cD

T/f
a

◆1/2

(52)

Imposing moreover that t̂f = 1, in other words considering the problem at fixed
lengthscale b = tf , we eventually obtain the KPZ scaling for the roughness and
the Brownian scaling for the disorder free energy, with the correct exponents and
temperature-dependent prefactors (as recalled in section 2.4):

b = tf , a =

✓
D

cT/f

◆1/3

t2/3f , eE =

"✓
D

T/f

◆2

ctf

#1/3

(53)

This implies:

T 0 =
T
eE

= f


D2c

(T/f)5
tf

�1/3
(27)
= f

✓
tf

Lc(T, ⇠)

◆1/3

⌘ f �̂�1
f (tf) (54)

D0 =
D

D0
=

T 0

f
= �̂�1

f (tf) (55)

⇠0 =
⇠

a
=

⇠
⇣

D
cT/f

⌘1/3
t2/3f

⌘ ⇠̊f (tf) (56)

and coming back at last to the expression for the roughness (48):

B (tf ; c, D, T, ⇠, tf) =

✓
D

cT/f

◆2/3

t4/3f B̄
⇣
1; 1, �̂�1

f (tf), f �̂�1
f (tf), ⇠̊f (tf), 1

⌘

| {z }
(57)
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with B̄(t̂; . . .) a scaling function with adimensional parameters. So for the replicated
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Alternative choice which happens to yield the KPZ & Brownian scalings:

Scaling arguments: • ‘back-of-the-envelope’ shortcuts for theoretical computations
• reasoning on the interplay between a model’s relevant ‘typical’ scales
• sometimes untrustworthy beforehand; rather a posteriori explanation

Flory or ‘Imry-Ma’ construction: power countings on the Hamiltonian or free energy; which are the 
possible candidates for the Flory roughness exponents?

{t = bt̂, y = aŷ} & a ⇠ b⇣F

We can recover the exact KPZ scalings :-)
Natural choice for the 

replicated Hamiltonian!

Revisiting the Flory construction



How do these power countings translate in terms of path integrals? 
Existence (or not) of well-defined optimal trajectories / path-integral saddle points, 
in large-size or low-temperature asymptotics?
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the scaling function B̄(t̂; . . .), as introduced in section 3 for the corresponding Flory
power countings.

4.1. Saddle point on the free energy at large lengthscale tf

As we have recalled in section 2.4, in the large-tf regime and at ⇠ = 0, the disorder free
energy F̄ (tf , y) rescales as a Brownian process in the coordinate y, cf. (21). Moreover,
we pointed out in section 3.3 that the associated power counting assuming such a
Brownian scaling gives a Flory exponent 2/3. In fact, such a Flory-type argument was
precisely invoked by Huse, Henley and Fisher in Ref. [8] to identify this exponent as the
asymptotic roughness exponent for the disordered interface problem. In [15], we have
proposed a procedure explaining how this power counting generalises at ⇠ > 0 and why
such a Flory-type arguments holds for predicting the correct roughness exponent, by
using a large-tf saddle-point analysis that we recall here for reference. Indeed, it o↵ers
a good starting point to understand which physical reasons underpin the matching
or not between the Flory exponent and the physical roughness exponent, seen in the
light of a saddle-point asymptotic analysis.

Using the Brownian scaling of the disordered free energy at large tf rederived in
section 3.3, one performs the following rescaling

t = tf t̂, y = ( eD/c2)
1
3 t

2
3
f ŷ, F̄V (t, y)

(d)
= ( eD2tf/c)1/3F̂ (t̂, ŷ) (68)

where F̂ is a Brownian motion of the coordinate ŷ with unit variance. It implies
from (9) for O(y) = y2 that, in the explicit expression of the roughness function, the
elastic and disorder contribution share a common prefactor as follows:

B(tf) ⇠
tf!1

h eD
c2

i 2
3
t
4
3
f b1(tf) (69)

b1(tf) =

Z

R
dŷ ŷ2 exp

n
� 1

T

� eD2

c tf
� 1

3

h
ŷ2

2 + F̂ (t̂, ŷ)
io

Z

R
dŷ exp

n
� 1

T

� eD2

c tf
� 1

3

h
ŷ2

2 + F̂ (t̂, ŷ)
io (70)

where the overline denotes the average over F̂ . At fixed F̂ (i.e. at fixed disorder
configuration), one can evaluate the integrals over ŷ using a saddle-point asymptotic
analysis in the large-tf limit. The numerator and the denominator of (70) are
dominated by the same value ŷ?[F̂ ] of ŷ which minimises the rescaled energy
ŷ2

2 + F̂ (t̂, ŷ). We emphasise that this implies that ŷ?[F̂ ] is independent of tf , and

that b1(tf) = (ŷ?[F̂ ])2 ⇠ t0f . We thus deduce from (70) that

B(tf) ⇠
tf!1

(ŷ?[F̂ ])2 ( eD/c2)
2
3 t

4
3
f (71)

which yields as announced the roughness exponent ⇣ = 2
3 . So, on the one hand the

power counting based on the Brownian scaling puts as a prefactor t4/3f prescribed by
the Flory scaling, and on the other hand the independence on tf of the saddle point
ŷ?[F̂ ] selects the Flory scaling as the ‘true’ physical one.

This procedure provides an example where the naive Flory power counting gives
a correct prediction. A key point in the reasoning is that the minimiser ŷ?[F̂ ] of
ŷ2

2 + F̂ (t̂, ŷ) does exist and has a finite variance, which can be justified mathematically.
In fact, in the uncorrelated disorder case (⇠ = 0), the Brownian scaling of F̄V can
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where F̂ is a Brownian motion of the coordinate ŷ with unit variance. It implies
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dŷ exp

n
� 1

T

� eD2

c tf
� 1

3

h
ŷ2
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ŷ?[F̂ ] selects the Flory scaling as the ‘true’ physical one.

This procedure provides an example where the naive Flory power counting gives
a correct prediction. A key point in the reasoning is that the minimiser ŷ?[F̂ ] of
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Large-size asymptotic, option 1: Flory on the Hamiltonian
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be extended to include the large- but finite-tf regime where the fluctuations in the
coordinate ŷ are described by the Airy process [26]. Then, a similar rescaling procedure
follows and leads to the same expression of the asymptotic roughness as (69-70) with
now F̂ being the opposite of the Airy2 process A2(ŷ). The same saddle-point analysis

can be performed where ŷ? is now the minimiser of ŷ2

2 �A2(ŷ), which does exist
and whose distribution has been characterised in Refs. [11, 27, 28]. In particular,

this allows one to evaluate the numerical constant (ŷ?[F̂ ])2 in the prefactor of the
asymptotic roughness (71).

As for the correlated disorder case ⇠ > 0, as long as the Brownian scaling is
the dominant one in the evaluation of the path-integral saddle point, this argument
remains valid and yields the KPZ roughness exponent. However, it cannot yield more
information than the value of this exponent, and in particular it does not give access
to the temperature dependence of the amplitude eD, which controls both the disorder
free-energy and the roughness amplitudes, according to (25)-(26). Nevertheless, a non-
perturbative functional renormalisation study of the 1D KPZ at ⇠ > 0 supports the
assumption of the dominant Brownian scaling of the free-energy [21], in agreement
with previous numerical studies [13, 20], assessing furthermore the validity of the
present argument for the roughness exponent ⇣ = 2

3 .
We now try to implement the same construction for the Hamiltonian description

of the roughness and explain why it fails.

4.2. Saddle point on the Hamiltonian with the Flory scaling

As we pointed out in section 3.1, from the Flory rescaling of the Hamiltonian

t = tf t̂, y = t⇣Ff
�
D
c2

� 1
5 ŷ, ⇣F =

3

5
(72)

one gets from the path integral (5) for O [y(t)] = y(t)2 an expression of the roughness
in which the prefactors of the elastic and disorder contributions, in the Hamiltonian,
are rescaled with a common prefactor as follows:

B(tf) =
hD

c2

i 2
5

t2⇣Ff b2(tf) (73)

b2(tf) =

Z

ŷ(0)=0
Dŷ(t̂) ŷ(1)2 exp

n
� (cD2)

1
5

T t
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5
f

Z 1

0
dt̂

h
1
2 (@t̂ŷ)2 + V̂⇠̂(tf )

(t̂, ŷ(t̂))
io

Z

ŷ(0)=0
Dŷ(t̂) exp

n
� (cD2)

1
5

T t
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5
f

Z 1

0
dt̂

h
1
2 (@t̂ŷ)2 + V̂⇠̂(tf )

(t̂, ŷ(t̂))
io (74)

Here, the (à la Flory-)rescaled disorder correlation length reads

⇠̂F(tf) =
⇠

t⇣Ff
�
D
c2

� 1
5

(75)

and the random potential V̂⇠̂ has a correlation length ⇠̂ and a disorder strength equal
to 1:

V̂⇠̂(t̂, ŷ)V̂⇠̂(t̂
0, ŷ0) = �(t̂0 � t̂)R̂⇠̂(ŷ

0 � ŷ) (76)

We consider at first the case of a strictly uncorrelated disorder (⇠ = 0) where

in (74) the arguments of exponentials take the form t1/5f times a tf -independent
expression. The path integral (74) thus takes precisely a form which (in appearance) is
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can be performed where ŷ? is now the minimiser of ŷ2
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5 ŷ, ⇣F =

3

5
(72)

one gets from the path integral (5) for O [y(t)] = y(t)2 an expression of the roughness
in which the prefactors of the elastic and disorder contributions, in the Hamiltonian,
are rescaled with a common prefactor as follows:

B(tf) =
hD

c2

i 2
5

t2⇣Ff b2(tf) (73)

b2(tf) =

Z
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ŷ(0)=0
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asymptotic roughness (71).

As for the correlated disorder case ⇠ > 0, as long as the Brownian scaling is
the dominant one in the evaluation of the path-integral saddle point, this argument
remains valid and yields the KPZ roughness exponent. However, it cannot yield more
information than the value of this exponent, and in particular it does not give access
to the temperature dependence of the amplitude eD, which controls both the disorder
free-energy and the roughness amplitudes, according to (25)-(26). Nevertheless, a non-
perturbative functional renormalisation study of the 1D KPZ at ⇠ > 0 supports the
assumption of the dominant Brownian scaling of the free-energy [21], in agreement
with previous numerical studies [13, 20], assessing furthermore the validity of the
present argument for the roughness exponent ⇣ = 2

3 .
We now try to implement the same construction for the Hamiltonian description

of the roughness and explain why it fails.

4.2. Saddle point on the Hamiltonian with the Flory scaling

As we pointed out in section 3.1, from the Flory rescaling of the Hamiltonian

t = tf t̂, y = t⇣Ff
�
D
c2

� 1
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in which the prefactors of the elastic and disorder contributions, in the Hamiltonian,
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Here, the (à la Flory-)rescaled disorder correlation length reads
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and the random potential V̂⇠̂ has a correlation length ⇠̂ and a disorder strength equal
to 1:

V̂⇠̂(t̂, ŷ)V̂⇠̂(t̂
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We consider at first the case of a strictly uncorrelated disorder (⇠ = 0) where

in (74) the arguments of exponentials take the form t1/5f times a tf -independent
expression. The path integral (74) thus takes precisely a form which (in appearance) is
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the scaling function B̄(t̂; . . .), as introduced in section 3 for the corresponding Flory
power countings.

4.1. Saddle point on the free energy at large lengthscale tf

As we have recalled in section 2.4, in the large-tf regime and at ⇠ = 0, the disorder free
energy F̄ (tf , y) rescales as a Brownian process in the coordinate y, cf. (21). Moreover,
we pointed out in section 3.3 that the associated power counting assuming such a
Brownian scaling gives a Flory exponent 2/3. In fact, such a Flory-type argument was
precisely invoked by Huse, Henley and Fisher in Ref. [8] to identify this exponent as the
asymptotic roughness exponent for the disordered interface problem. In [15], we have
proposed a procedure explaining how this power counting generalises at ⇠ > 0 and why
such a Flory-type arguments holds for predicting the correct roughness exponent, by
using a large-tf saddle-point analysis that we recall here for reference. Indeed, it o↵ers
a good starting point to understand which physical reasons underpin the matching
or not between the Flory exponent and the physical roughness exponent, seen in the
light of a saddle-point asymptotic analysis.

Using the Brownian scaling of the disordered free energy at large tf rederived in
section 3.3, one performs the following rescaling
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1
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3
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(d)
= ( eD2tf/c)1/3F̂ (t̂, ŷ) (68)

where F̂ is a Brownian motion of the coordinate ŷ with unit variance. It implies
from (9) for O(y) = y2 that, in the explicit expression of the roughness function, the
elastic and disorder contribution share a common prefactor as follows:
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where the overline denotes the average over F̂ . At fixed F̂ (i.e. at fixed disorder
configuration), one can evaluate the integrals over ŷ using a saddle-point asymptotic
analysis in the large-tf limit. The numerator and the denominator of (70) are
dominated by the same value ŷ?[F̂ ] of ŷ which minimises the rescaled energy
ŷ2

2 + F̂ (t̂, ŷ). We emphasise that this implies that ŷ?[F̂ ] is independent of tf , and

that b1(tf) = (ŷ?[F̂ ])2 ⇠ t0f . We thus deduce from (70) that
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3
f (71)

which yields as announced the roughness exponent ⇣ = 2
3 . So, on the one hand the

power counting based on the Brownian scaling puts as a prefactor t4/3f prescribed by
the Flory scaling, and on the other hand the independence on tf of the saddle point
ŷ?[F̂ ] selects the Flory scaling as the ‘true’ physical one.

This procedure provides an example where the naive Flory power counting gives
a correct prediction. A key point in the reasoning is that the minimiser ŷ?[F̂ ] of
ŷ2

2 + F̂ (t̂, ŷ) does exist and has a finite variance, which can be justified mathematically.
In fact, in the uncorrelated disorder case (⇠ = 0), the Brownian scaling of F̄V can
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ŷ2

2 + F̂ (t̂, ŷ)
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where the overline denotes the average over F̂ . At fixed F̂ (i.e. at fixed disorder
configuration), one can evaluate the integrals over ŷ using a saddle-point asymptotic
analysis in the large-tf limit. The numerator and the denominator of (70) are
dominated by the same value ŷ?[F̂ ] of ŷ which minimises the rescaled energy
ŷ2

2 + F̂ (t̂, ŷ). We emphasise that this implies that ŷ?[F̂ ] is independent of tf , and
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which yields as announced the roughness exponent ⇣ = 2
3 . So, on the one hand the

power counting based on the Brownian scaling puts as a prefactor t4/3f prescribed by
the Flory scaling, and on the other hand the independence in tf of the saddle point
ŷ?[F̂ ] selects the Flory scaling as the ‘true’ physical one.

This procedure provides an example where the naive Flory power counting gives
a correct prediction. A key point in the reasoning is that the minimiser ŷ?[F̂ ] of
ŷ2

2 + F̂ (t̂, ŷ) does exist and has a finite variance, which can be justified mathematically.
In fact, in the uncorrelated disorder case (⇠ = 0), the Brownian scaling of F̄V can
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f ŷ, F̄V (t, y)

(d)
= ( eD2tf/c)1/3F̂ (t̂, ŷ) (68)
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ŷ?[F̂ ] selects the Flory scaling as the ‘true’ physical one.

This procedure provides an example where the naive Flory power counting gives
a correct prediction. A key point in the reasoning is that the minimiser ŷ?[F̂ ] of
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ŷ2

2 + F̂ (t̂, ŷ)
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asymptotic roughness exponent for the disordered interface problem. In [15], we have
proposed a procedure explaining how this power counting generalises at ⇠ > 0 and why
such a Flory-type arguments holds for predicting the correct roughness exponent, by
using a large-tf saddle-point analysis that we recall here for reference. Indeed, it o↵ers
a good starting point to understand which physical reasons underpin the matching
or not between the Flory exponent and the physical roughness exponent, seen in the
light of a saddle-point asymptotic analysis.

Using the Brownian scaling of the disordered free energy at large tf rederived in
section 3.3, one performs the following rescaling

t = tf t̂, y = ( eD/c2)
1
3 t

2
3
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where F̂ is a Brownian motion of the coordinate ŷ with unit variance. It implies
from (9) for O(y) = y2 that, in the explicit expression of the roughness function, the
elastic and disorder contribution share a common prefactor as follows:
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dŷ exp

n
� 1

T

� eD2

c tf
� 1

3

h
ŷ2

2 + F̂ (t̂, ŷ)
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where the overline denotes the average over F̂ . At fixed F̂ (i.e. at fixed disorder
configuration), one can evaluate the integrals over ŷ using a saddle-point asymptotic
analysis in the large-tf limit. The numerator and the denominator of (70) are
dominated by the same value ŷ?[F̂ ] of ŷ which minimises the rescaled energy
ŷ2

2 + F̂ (t̂, ŷ). We emphasise that this implies that ŷ?[F̂ ] is independent of tf , and

that b1(tf) = (ŷ?[F̂ ])2 ⇠ t0f . We thus deduce from (70) that

B(tf) ⇠
tf!1
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which yields as announced the roughness exponent ⇣ = 2
3 . So, on the one hand the

power counting based on the Brownian scaling puts as a prefactor t4/3f prescribed by
the Flory scaling, and on the other hand the independence in tf of the saddle point
ŷ?[F̂ ] selects the Flory scaling as the ‘true’ physical one.

This procedure provides an example where the naive Flory power counting gives
a correct prediction. A key point in the reasoning is that the minimiser ŷ?[F̂ ] of
ŷ2

2 + F̂ (t̂, ŷ) does exist and has a finite variance, which can be justified mathematically.
In fact, in the uncorrelated disorder case (⇠ = 0), the Brownian scaling of F̄V can
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be extended to include the large- but finite-tf regime where the fluctuations in the
coordinate ŷ are described by the Airy process [26]. Then, a similar rescaling procedure
follows and leads to the same expression of the asymptotic roughness as (69-70) with
now F̂ being the opposite of the Airy2 process A2(ŷ). The same saddle-point analysis

can be performed where ŷ? is now the minimiser of ŷ2

2 �A2(ŷ), which does exist and
whose distribution has been characterised in Refs. [11, 27, 28]. In particular, this

allows one to evaluate the numerical constant (ŷ?[F̂ ])2 in prefactor of the asymptotic
roughness (71).

As for the correlated disorder case ⇠ > 0, as long as the Brownian scaling is
the dominant one in the evaluation of the path-integral saddle point, this argument
remains valid and yields the KPZ roughness exponent. However, it cannot yield more
information than the value of this exponent, and in particular it does not give access
to the temperature dependence of the amplitude eD, which controls both the disorder
free-energy and the roughness amplitudes, according to (25)-(26). Nevertheless, a non-
perturbative functional renormalisation study of the 1D KPZ at ⇠ > 0 supports the
assumption of the dominant Brownian scaling of the free-energy [21], in agreement
with previous numerical studies [13, 20], assessing furthermore the validity of the
present argument for the roughness exponent ⇣ = 2

3 .
We now try to implement the same construction for the Hamiltonian description

of the roughness and explain why it fails.

4.2. Saddle point on the Hamiltonian with the Flory scaling

As we pointed out in section 3.1, from the Flory rescaling of the Hamiltonian
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one gets from the path integral (5) for O [y(t)] = y(t)2 an expression of the roughness
in which the prefactors of the elastic and disorder contributions, in the Hamiltonian,
are rescaled with a common prefactor as follows:
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Here, the (à la Flory-)rescaled disorder correlation length reads

⇠̂F(tf) =
⇠
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D
c2

� 1
5
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and the random potential V̂⇠̂ has a correlation length ⇠̂ and a disorder strength equal
to 1:

V̂⇠̂(t̂, ŷ)V̂⇠̂(t̂
0, ŷ0) = �(t̂0 � t̂)R̂⇠̂(ŷ

0 � ŷ) (76)

We consider at first the case of a strictly uncorrelated disorder (⇠ = 0) where

in (74) the arguments of exponentials take the form t1/5f times a tf -independent
expression. The path integral (74) thus takes precisely a form which (in appearance) is
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amenable to a saddle-point analysis at tf ! 1, similarly to the expression (69) that we
have recalled in the previous subsection. By analogy, let us precisely assume that there
exists an optimal trajectory ŷ?

V̂
(t̂) that minimises the integral of the rescaled energy

R 1
0 dt̂

⇥
1
2 (@t̂ŷ)2 + V̂⇠̂=0(t̂, ŷ(t̂))

⇤
, with the initial condition ŷ(0) = 0. Then, because

in (74) this minimiser would be the same in the numerator and in the denominator,
one would obtain
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where the overline denotes the average over the rescaled random potential V̂ . This
reasoning, that would lead to a roughness exponent ⇣ = 3

5 , is in fact wrong: the
optimal trajectory ŷ?

V̂
(t̂) does not exist and the saddle-point analysis that we have

sketched is invalid, because the uncorrelated disorder V̂⇠̂=0 is too irregular, for the
assumption of an optimal trajectory existence to be valid.

Indeed, for a minimiser of the Hamiltonian (1) to exist, according to the Lax-
Oleinik principle, the disorder has to be smooth enough: in our context, this requires
to have a non-zero correlation length, see for instance Ref. [25] for a discussion of
this optimisation principle in the context of the noisy Burgers equation (the original
variational principle was designed for the noiseless Burgers equation [22, 23, 29] and
was later generalised to the noisy one [24, 25]). Hence, let us consider as a second step
the case of correlated disorder (⇠ > 0) and try to implement a saddle-point analysis.
After the Flory rescaling (72) leading to the reformulation (74), the distribution of the
rescaled disorder V̂⇠̂(tf )

(t̂, ŷ) depends on tf via its correlation length, according to (75).
In other words, the rescaled Hamiltonian

ĤV̂

⇥
ŷ(t̂), ⇠̂F(tf)

⇤
=

Z 1

0
dt̂

h
1
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i

(78)

depends on tf and even though, thanks to the Lax-Oleinik principle, a minimising
trajectory ŷ?

V̂
(t̂; tf) does exist, it actually depends on tf . In the end, this means that

one cannot use the corresponding saddle-point asymptotics

B(tf)
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5 t
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5
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to infer directly the value of the roughness exponent. In this expression, in fact, one

necessarily has (ŷ?
V̂

(1; tf))2 ⇠ t2/15f in order to recover the correct KPZ exponent, as
known from (71) for instance, and thus to be self-consistently compatible with the
Brownian scaling of F̄V . The physical interpretation of this result is the following: the
variance of the endpoint fluctuation of the optimal trajectory b2(tf) = ŷ?

V̂
(t̂; tf) of the

rescaled Hamiltonian (78) depends on tf , and this occurs only through the rescaled

disorder correlation length ⇠̂F(tf) ⇠ t�3/5
f given in (75). As tf ! 1, this variance

diverges as t2/15f : this is a manifestation that the ⇠ ! 0 limit of the optimal trajectory
of the Hamiltonian is ill-defined.

This very fact is, as we have discussed, at the core of the invalidity of the Flory
roughness exponent ⇣F = 3/5 for the KPZ fluctuations ; as we have seen, this mismatch
is due to the singular scaling properties of the ⇠ = 0 uncorrelated disorder. In pictorial
words, the naive (Flory) power counting performed on the Hamiltonian yields a ‘bare’
(or ‘dimensional’ — and incorrect) roughness exponent ⇣F = 3/5 and amounts to
neglecting the existence of a microscopic length ⇠. This very length, in turn, if correctly
taken into consideration, modifies the bare dimensional exponent and ‘dresses’ ⇣F to
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necessarily has (ŷ?
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This very fact is, as we have discussed, at the core of the invalidity of the Flory
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words, the naive (Flory) power counting performed on the Hamiltonian yields a ‘bare’
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be extended to include the large- but finite-tf regime where the fluctuations in the
coordinate ŷ are described by the Airy process [26]. Then, a similar rescaling procedure
follows and leads to the same expression of the asymptotic roughness as (69-70) with
now F̂ being the opposite of the Airy2 process A2(ŷ). The same saddle-point analysis

can be performed where ŷ? is now the minimiser of ŷ2

2 �A2(ŷ), which does exist and
whose distribution has been characterised in Refs. [11, 27, 28]. In particular, this

allows one to evaluate the numerical constant (ŷ?[F̂ ])2 in prefactor of the asymptotic
roughness (71).

As for the correlated disorder case ⇠ > 0, as long as the Brownian scaling is
the dominant one in the evaluation of the path-integral saddle point, this argument
remains valid and yields the KPZ roughness exponent. However, it cannot yield more
information than the value of this exponent, and in particular it does not give access
to the temperature dependence of the amplitude eD, which controls both the disorder
free-energy and the roughness amplitudes, according to (25)-(26). Nevertheless, a non-
perturbative functional renormalisation study of the 1D KPZ at ⇠ > 0 supports the
assumption of the dominant Brownian scaling of the free-energy [21], in agreement
with previous numerical studies [13, 20], assessing furthermore the validity of the
present argument for the roughness exponent ⇣ = 2

3 .
We now try to implement the same construction for the Hamiltonian description

of the roughness and explain why it fails.

4.2. Saddle point on the Hamiltonian with the Flory scaling

As we pointed out in section 3.1, from the Flory rescaling of the Hamiltonian
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one gets from the path integral (5) for O [y(t)] = y(t)2 an expression of the roughness
in which the prefactors of the elastic and disorder contributions, in the Hamiltonian,
are rescaled with a common prefactor as follows:
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(t̂, ŷ(t̂))
io (74)

Here, the (à la Flory-)rescaled disorder correlation length reads

⇠̂F(tf) =
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t⇣Ff
�
D
c2

� 1
5
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and the random potential V̂⇠̂ has a correlation length ⇠̂ and a disorder strength equal
to 1:

V̂⇠̂(t̂, ŷ)V̂⇠̂(t̂
0, ŷ0) = �(t̂0 � t̂)R̂⇠̂(ŷ

0 � ŷ) (76)

We consider at first the case of a strictly uncorrelated disorder (⇠ = 0) where

in (74) the arguments of exponentials take the form t1/5f times a tf -independent
expression. The path integral (74) thus takes precisely a form which (in appearance) is
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We consider at first the case of a strictly uncorrelated disorder (⇠ = 0) where

in (74) the arguments of exponentials take the form t1/5f times a tf -independent
expression. The path integral (74) thus takes precisely a form which (in appearance) is
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where the overline denotes the average over the rescaled random potential V̂ . This
reasoning, that would lead to a roughness exponent ⇣ = 3

5 , is in fact wrong: the
optimal trajectory ŷ?

V̂
(t̂) does not exist and the saddle-point analysis that we have

sketched is invalid, because the uncorrelated disorder V̂⇠̂=0 is too irregular, for the
assumption of an optimal trajectory existence to be valid.

Indeed, for a minimiser of the Hamiltonian (1) to exist, according to the Lax-
Oleinik principle, the disorder has to be smooth enough: in our context, this requires
to have a non-zero correlation length, see for instance Ref. [25] for a discussion of
this optimisation principle in the context of the noisy Burgers equation (the original
variational principle was designed for the noiseless Burgers equation [22, 23, 29] and
was later generalised to the noisy one [24, 25]). Hence, let us consider as a second step
the case of correlated disorder (⇠ > 0) and try to implement a saddle-point analysis.
After the Flory rescaling (72) leading to the reformulation (74), the distribution of the
rescaled disorder V̂⇠̂(tf )

(t̂, ŷ) depends on tf via its correlation length, according to (75).
In other words, the rescaled Hamiltonian
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depends on tf and even though, thanks to the Lax-Oleinik principle, a minimising
trajectory ŷ?

V̂
(t̂; tf) does exist, it actually depends on tf . In the end, this means that

one cannot use the corresponding saddle-point asymptotics
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to infer directly the value of the roughness exponent. In this expression, in fact, one

necessarily has (ŷ?
V̂

(1; tf))2 ⇠ t2/15f in order to recover the correct KPZ exponent, as
known from (71) for instance, and thus to be self-consistently compatible with the
Brownian scaling of F̄V . The physical interpretation of this result is the following: the
variance of the endpoint fluctuation of the optimal trajectory b2(tf) = ŷ?

V̂
(t̂; tf) of the

rescaled Hamiltonian (78) depends on tf , and this occurs only through the rescaled

disorder correlation length ⇠̂F(tf) ⇠ t�3/5
f given in (75). As tf ! 1, this variance

diverges as t2/15f : this is a manifestation that the ⇠ ! 0 limit of the optimal trajectory
of the Hamiltonian is ill-defined.

This very fact is, as we have discussed, at the core of the invalidity of the Flory
roughness exponent ⇣F = 3/5 for the KPZ fluctuations ; as we have seen, this mismatch
is due to the singular scaling properties of the ⇠ = 0 uncorrelated disorder. In pictorial
words, the naive (Flory) power counting performed on the Hamiltonian yields a ‘bare’
(or ‘dimensional’ — and incorrect) roughness exponent ⇣F = 3/5 and amounts to
neglecting the existence of a microscopic length ⇠. This very length, in turn, if correctly
taken into consideration, modifies the bare dimensional exponent and ‘dresses’ ⇣F to
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