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We have subtracted the trivial terms proportional to the
identity. We have also computed the densities of Q

±
2 ,

which are written in Appendix C (see Supplementary
material [19]). At this point we would like to stress,
that in the continuous–time limit, � ! 0, both of the
derivatives (9) become the same and converge to the
standard charges of XXX model [20]. In particular
lim�!0 Q

±
1 / H, i.e., the first pair of charges become

the hamiltonian of the XXX model.
Both sets of conservation laws, Q+

n and Q
�
n , can now

be equipped with the boost operation – a ladder map-
ping which transforms lower–order conservation laws into
higher–order ones and thus facilitates their computation.
In our case it takes the form

[B,Q
±
n ] = Q

±
n+1, (12)

B =
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0
2n�3,2n�2|2n�1,2n(0), (13)

B being the boost operator. In equation (13) f
0(0) de-

notes the derivative with respect to � at the point � = 0,
while 12|34(�) = Ř23(� � �)Ř12(�)Ř34(�)Ř23(� + �) is
the four–point R-matrix. The factor n has been consid-
ered modulo N/2 due to periodic boundary conditions.
The local terms of the boost operator can also be explic-
itly written in terms of three-site SU(2) invariant product
of vectors of Pauli matrices
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where the identity component has been subtracted as it
does not a↵ect the boost procedure. Again, note, that in
the limit � ! 0, boost operator becomes the first moment
of the XXX model’s hamiltonian, in accordance with
[20]. For the derivation of the boost relation, which is
similar as in the case of a homogeneous transfer operator
[20], see Appendix B of the supplementary material [19].

Dissipative boundaries.– We now wish to study the
behavior of the model when a dissipative protocol is per-
formed at the boundaries. The goal is to write a discrete
time version of the Lindblad equation with local dissipa-
tors located at the first and the last site of an open chain
and to find the steady state of the protocol that it de-
fines. For convenience, the length N of the chain is now
taken to be an odd integer. The dissipative boundaries
can be modelled by two pairs of Kraus operators
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for the right one. Note, that they satisfy the trace preser-

vation conditions,
P1
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†
jKj = ,

P1
j=0 K

†
jKj = .

We write the dynamics of the density matrix as a two–
step discrete–time protocol

⇢t+1 = M̂ ⇢t, M̂ = M̂odd M̂even, (17)

where M̂even and M̂odd are two completely–positive maps

defined as
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The unitary propagators Ueven and Uodd are defined simi-
larly as in the periodic case, but this time with additional
boundary magnetic fields, represented in terms of unitary
matrices B1 = exp(ibL�z

1) and BN = exp(ibR�z
N ),

Ueven =

N�1
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2Y

j=1
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(19)

Parameters bL and bR correspond to strengths of mag-
netic fields at the left and the right edge of the chain, re-
spectively. This process has a very natural interpretation
in terms of a repeated interaction protocol [21, 22] where,
periodically, in each half time step, left-most/right-most
spin is brought into interaction with a fresh up/down po-
larized spin. As such, the protocol has probably a more
straightforward experimental implementation than the
corresponding boundary driven Lindblad equation [3, 23]
(see also [24]) which is obtained in the continuum limit
� ! 0.
As is shown in Appendix D of the supplementary ma-

terial [19], the stationary problem ⇢1 = M̂ ⇢1 can be
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SUPPLEMENTARY MATERIAL

Appendix A. Integrability structure.– Our lo-
cal propagator is equivalent to the so-called rational Ř-
matrix of the six-vertex model, Ui,j = Ři,j(�), where
the spectral parameter has taken the value of the spin
coupling parameter. This Ř-matrix satisfies the braiding

relation

Ř12(�)Ř23(�+ µ)Ř12(µ) = Ř23(µ)Ř12(�+ µ)Ř23(�).
(1)

Together with R-matrix R(�) = PŘ(�), which is the
building block of our transfer operator, Eq. (7) of the
main text, it satisfies also the intertwining relation

Ř23(�� µ)R12(�)R13(µ) = R12(µ)R13(�)Ř23(�� µ).
(2)

Due to the symmetry of the Ř-matrix, Ř23 = Ř32, the
indices 2 and 3 in this relation can be exchanged between
the un–checked R-matrices. Then it is straightforward to
show [T (�), T (µ)] = 0 for two arbitrary complex spectral
parameters � and µ.

Appendix B. Boost operator.– In order to derive
the boost operator, B, we rewrite the transfer matrix,
Eq. (7) of the main text, in terms of double L-matrices,
defined as

0|12(�) = R0,2(�� �
2 )R0,1(�+ �

2 ). (3)

Obviously, T (�) = tr0
�

0|N�1,N (�) · · · 0|3,4(�) 0|1,2(�)
�
.

The double L-matrix satisfies another intertwining rela-
tion,

12|34(�� µ) 0|34(�) 0|12(µ) =

= 0|34(µ) 0|12(�) 12|34(�� µ),
(4)

where 12|34(�) = Ř23(� � �)Ř12(�)Ř34(�)Ř23(� + �).
Di↵erentiating (4) with respect to � at � = µ, one gets
the so-called Sutherland’s relation

[ 0
12|34(0), 0|34(�) 0|12(�)] =

= 0|34(�)
0
0|12(�)� 0

0|34(�) 0|12(�).
(5)

In terms of the latter, one can derive the following result

⇥ N/2X

n=1

n
0
2n�3,2n�2|2n�1,2n(0), T (�)

⇤
=

= T
0(�)� N

2
tr0

� 0
0|N�1,N (�)... 0|1,2(�)

�
,

(6)

which becomes simply the boost equation

[B, T (�)] =
d

d�
T (�), (7)

if we equate N
2 + 1 ⌘ 1 mod N/2. The boost relation,

Eq. (12) of the main text, immediately follows.

At this point a remark is necessary. Explicit calcula-
tion shows, that on the right hand side of Eq. (6), the
identity components of the first and the second term
cancel out exactly, while the left hand side contains
no term proportional to an identity since it is trace-
less. Hence, when taking the equation modulo N/2,
one has to take care, to remove not just the second
term �N

2 tr0
� 0

0|N�1,N (�)... 0|1,2(�)
�
, but also the iden-

tity component of T 0(�) (which also contains prefactor
N/2 ⌘ 0 mod N/2). To reparaphrase, the boost equa-
tion (7) should contain no terms proportional to an iden-
tity.

Appendix C: The second logarithmic
derivatives.– Here we write the densities of the
second logarithmic derivatives Q±

2 . We have

Q
+
2 =

N/2X

n=1

q
[2,+]
2n�2,2n�1,2n,2n+1,2n+2,

Q
�
2 =

N/2X

n=1

q
[2,�]
2n�1,2n,2n+1,2n+2,2n+3,

(8)

with the local five–site densities

q
[2,±]
1,2,3,4,5 =

i

2(1 + �2)2
[⌥2��3 · �4 ⌥ 2��4 · �5

± 2��3 · �5 � (1� �
2)�3 · (�4 ⇥ �5)� �2 · (�3 ⇥ �4)

� �
2 �2 · (�3 ⇥ �5)� �

2 �1 · (�3 ⇥ �4)
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± ��1 · (�2 ⇥ �3 ⇥ �4)± �
3 �1 · (�3 ⇥ �4 ⇥ �5)

± �
3 �1 · (�2 ⇥ �3 ⇥ �5)� �

2 �1 · (�2 ⇥ �3 ⇥ �4 ⇥ �5)].
(9)

Once again, terms in Q
�
2 are shifted for one site to the

right with respect to those of Q+
2 .

Appendix D: Proof of the stationarity of the
density matrix.– The Lax operator, Eq. (22) of the
main text, along with the local propagator, Eq. (3) of
the main text, which is itself an Ř-matrix, satisfies the
RLL relation

Ř1,2(�� µ)La,1(�, s)La,2(µ, s) =

= La,1(µ, s)La,2(�, s)Ř1,2(�� µ).
(10)

Since the local propagator is unitary, it is easy to deduce
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indices 2 and 3 in this relation can be exchanged between
the un–checked R-matrices. Then it is straightforward to
show [T (�), T (µ)] = 0 for two arbitrary complex spectral
parameters � and µ.

Appendix B. Boost operator.– In order to derive
the boost operator, B, we rewrite the transfer matrix,
Eq. (7) of the main text, in terms of double L-matrices,
defined as

0|12(�) = R0,2(�� �
2 )R0,1(�+ �

2 ). (3)

Obviously, T (�) = tr0
�

0|N�1,N (�) · · · 0|3,4(�) 0|1,2(�)
�
.

The double L-matrix satisfies another intertwining rela-
tion,

12|34(�� µ) 0|34(�) 0|12(µ) =

= 0|34(µ) 0|12(�) 12|34(�� µ),
(4)
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Appendix D: Proof of the stationarity of the
density matrix.– The Lax operator, Eq. (22) of the
main text, along with the local propagator, Eq. (3) of
the main text, which is itself an Ř-matrix, satisfies the
RLL relation

Ř1,2(�� µ)La,1(�, s)La,2(µ, s) =

= La,1(µ, s)La,2(�, s)Ř1,2(�� µ).
(10)

Since the local propagator is unitary, it is easy to deduce
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NESS of boundary driven XXZ chainObservables in NESS: From insulating to ballistic transport

For |�| < 1, hJi ⇠ n
0 (ballistic)

For |�| > 1, hJi ⇠ exp(�constn) (insulating)
For |�| = 1, hJi ⇠ n

�2 (anomalous)
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Two-point spin-spin correlation function in NESS
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Rigorous lower bound on spin Drude weight in XXZ chain

9 spin flip symmetry P =
Q

j �
x
j : [H,P] = 0 ter [Fj ,P] = 0 for all local

conserved quantities Fj , but PJ = �JP, hence hFjJi = 0.

However, new conservation law has odd parity, PQ = �QP, hence allows
hQJi 6= 0.

Fractal Mazur bound on Drude weight
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Nonequilibrium steady states and Drude weights in Floquet circuits
[M. Vanicat, L. Zadnik and TP, PRL 121, 030606(2018)]

[M. Ljubotina, L. Zadnik and TP, PRL 122, 150605(2019)]
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Integrability structure recently nicely demonstrated on a NISQ device!
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function via Green–Kubo linear response theory. In case of
diffusive transport, the spin density satisfies the diffusion
equation. This notion of diffusion does not necessarily
correspond to De Gennes phenomenological theory of spin
diffusion which, under much stronger assumptions, in 1D
implies 1/

ffiffi
t
p

dependence of local spin density autocorrelation
function23,24.

We evolved the initial state r(0) (3) up to long times
(of order tE160) and set large enough n so that there was no
significant finite size effects. From the data we then infer the
exponent a using equation (4), see Fig. 2a,b for representative
plots. Dependence of the exponent a on D is summarized in
Fig. 2c. While the transport is found to be ballistic for Do1,
expectedly so for the integrable system, also known rigorously16,
at DZ1 we find rather clear non-ballistic relaxation. In particular,
at D¼ 1 it is super-diffusive while for D41 the transport is
diffusive, observed in driven steady-state setting25,26 as well as in
the Hamiltonian one24,27–30. At D¼ 1 we also observe small
dependence of a on m. While for small m, that is, small deviations

from an infinite temperature state rB1, the exponent is close to
2/3, closer to pure state m¼ 1 it appears to be closer to E3/5
(we note that a different numerical procedure is used in the two
regimes, see Methods).

Scaling functions. The scaling of the transferred magnetization
unequivocally shows a surprising non-ballistic transport in an
integrable system which, however, has been observed and
discussed before in related contexts, namely within local quench
and linear response theory24,27–30 and boundary driven Lindblad
approach25,26. But here we can do still more. In Fig. 3 we
demonstrate that the spin profiles can be described by a function
of a single-scaling variable x/ta—profiles at large times collapse
to a single curve. In addition, the profiles of current and
magnetization are proportional to each other at different times
(Fig. 3c,d), therefore validating Fick’s law j¼ "Drs where the
behaviour of the diffusion constant D with respect to the
anisotropy D is shown in the inset of Fig. 2c. This comes as no
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Figure 1 | Dynamics of spin and current densities. Time evolution of spin density sðx; tÞ¼ trðrðtÞsð3Þx Þ (a,b) and current (c,d) profile j(x, t)¼ tr(r(t)jx) for
the isotropic point D¼ 1 (a,c), and D¼ 2 (b,d), following an inhomogeneous quench. One can see that the spreading is much faster for D¼ 1, in both cases
though it is slower than ballistic. Dashed green curves guide the eye towards scaling xBt2/3 in a, and xBt1/2 in (b). Data are shown for n¼ 320 and small
initial polarization m¼ p/1,800.
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dependence of local spin density autocorrelation
function23,24.

We evolved the initial state r(0) (3) up to long times
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significant finite size effects. From the data we then infer the
exponent a using equation (4), see Fig. 2a,b for representative
plots. Dependence of the exponent a on D is summarized in
Fig. 2c. While the transport is found to be ballistic for Do1,
expectedly so for the integrable system, also known rigorously16,
at DZ1 we find rather clear non-ballistic relaxation. In particular,
at D¼ 1 it is super-diffusive while for D41 the transport is
diffusive, observed in driven steady-state setting25,26 as well as in
the Hamiltonian one24,27–30. At D¼ 1 we also observe small
dependence of a on m. While for small m, that is, small deviations

from an infinite temperature state rB1, the exponent is close to
2/3, closer to pure state m¼ 1 it appears to be closer to E3/5
(we note that a different numerical procedure is used in the two
regimes, see Methods).

Scaling functions. The scaling of the transferred magnetization
unequivocally shows a surprising non-ballistic transport in an
integrable system which, however, has been observed and
discussed before in related contexts, namely within local quench
and linear response theory24,27–30 and boundary driven Lindblad
approach25,26. But here we can do still more. In Fig. 3 we
demonstrate that the spin profiles can be described by a function
of a single-scaling variable x/ta—profiles at large times collapse
to a single curve. In addition, the profiles of current and
magnetization are proportional to each other at different times
(Fig. 3c,d), therefore validating Fick’s law j¼ "Drs where the
behaviour of the diffusion constant D with respect to the
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(t) =

⁄ t

0
dt

Õ
j(x = L/2, t

Õ
) Ã t

–

surprise in the diffusive regime D41 where the scaling function
of the magnetization (Fig. 3b) is simply the error function
sðx; tÞ¼$ m

2 erf x=
ffiffiffiffiffiffiffiffi
4Dt
p" #

. However, the same can not be said for
the isotropic point D¼ 1. Proportionality between the
magnetization gradient and the current profile (Fig. 3c), this
time with a time-dependent ratio D ’ K

3 t1=3, suggests a diffusion
equation in a scaled time

@sðx; tÞ
@t

¼K
4
@2sðx; tÞ
@x2 ; where t¼t4=3; ð5Þ

which again yields error function profile with a different scaling
variable sðx; tÞ¼$ m

2 erf K $ 1=2x=t2=3
" #

with K¼ 2.33±0.03. In
Fig. 3a we compare numerical profiles with the error function,
again finding good agreement within accuracy of our simulations.
Therefore, the scaling function is, in both cases, D¼ 1 and D41,
the error function, the difference being only in the scaling variable
which is x/t2/3 at the super-diffusive isotropic point. This result
is surprising, as anomalous diffusion is usually associated with
Levy processes and hence long (non-Gaussian) tails in the
profiles. Here it seems it all amounts to a nonlinear rescaling of
time. Theoretical explanation of this effect is urgent.

Entanglement entropy and simulation complexity. Finally, we
mention a numerical observation that explains why we can
simulate dynamics to such long times, and is an interesting
property on its own. We use a time-dependent density
matrix renormalization group method (tDMRG), see Methods.

The efficiency of tDMRG depends on the entanglement entropy,
that is, for pure state evolution on the Von Neumann entropy
S¼$ tr rA lnrA½ & of the reduced state rA¼ trA|CihC|, whereas
for mixed states evolution on an analogous operator space
entanglement entropy S#, (ref. 31) of a vectorised density operator
r. When starting with a typical product initial state both
entropies typically grow linearly with time, regardless of the
system being integrable or not32,33, causing exponentially fast
growth of complexity and with it a failure of these numerical
methods. In our case though, see Fig. 4, entropies grow much
slower, namely in a power-law fashion

S' tb; or S # ' tb; ð6Þ

with b being o1. The most efficient simulations have been
possible with density operators for small m where the exponent
b is typically between 0.3 and 0.5.

Discussion
Our numerical results can be interpreted as an evidence of normal
spin diffusion and spin Fick’s law in the easy-axis anisotropic
Heisenberg chain (for anisotropy D41), with spin density
satisfying the diffusion equation on large scales. Besides the case
D¼ 2 shown here, we provide additional data for D¼ 1.05, 1.1, 1.3,
1.5 demonstrating a clear convergence of the diffusive scaling
exponents a¼ 1/2 in all massive cases (Supplementary Note 1), and
data for massless cases D¼ 0, 0.5, 0.7, 0.9 which indicate
convergence to ballistic exponent a¼ 1 (Supplementary Note 2).
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Figure 2 | Scaling exponents of magnetization spreading. (a,b) Local exponent a(t) calculated as a numerical log-derivative d log Ds(t)/d log t for D¼ 1
(a) and D¼ 2 (b) (dashed lines indicate exponents 2/3 and 1/2, respectively, while dashed lines in the insets show best power-law fits to Ds(t)—red
curve), both for m¼p/1,800. (c) Conjecture for the dependence a(D) at high temperatures and small m. The inset shows the diffusion constant obtained
from Fick’s law for various values of D in the diffusive regime, converging to a finite value at large D (agreeing with ref. 28). (d) Dependence on m for D¼ 1
shows a small but significant change in the behaviour: for mE1 it is closer to a¼ 3/5 while for small m it becomes close to a¼ 2/3 (dashed). The blue
(circles) and red (crosses) symbols represent wave function and density operator evolutions respectively. We average over samples of 10–130 random
initial wave-functions for each blue data point. For intermediate m the error-bars (denoting the estimated s.d.) are larger since the simulation is less efficient
in that regime (Methods section).
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Preliminary evidence for super-di�usion with z = 3/2 from studies of:

boundary driven Lindblad [M. énidari�, PRL 106, 220601 (2011)],

classical limit (lattice Landau-Lifshifz) [TP and B. éunkovi�, PRL 111,
040602 (2013)]
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FIG. 2: Left frame: the scaling of the spin current on the
system size n for ∆ = 1. The current decays only as
∼ 1/

√
n (solid line), indicating a superdiffusive transport.

Right frame: Scaling of the magnetization profile at ∆ = 1
(two overlapping dashed curves) is very similar to arcsin x
(red solid curve). For ∆ < 1 the profile is flat (dot-dashed
curve).

sive transport at infinite temperature [14, 15]. Because
analytical treatment seems to be hard, we choose to
study the case of large ∆, where the Hamiltonian is
close to the Ising one. The case of large ∆ can be
equivalently reformulated with the Hamiltonian H =
∑n−1

j=1 ϵ(σx
j σ

x
j+1 + σy

j σ
y
j+1) + σz

jσ
z
j+1, with ϵ = 1/∆ [23].

The NESS for ϵ = 0 is exponentially degenerate. It is
easy to see that the eigenvector of a dissipative bath part
is Lbath

1 ( −µσz
1) = 0 at the left end and Lbath

n ( +µσz
n) =

0 at the last spin. Because of [σz
j , Hϵ=0] = 0, any operator

of the form ( −µσz
1)⊗x⊗( +µσz

n), with x being an ar-
bitrary combination of j and σz

j , is a zero eigenstate of
the Lindblad superoperator, i.e., the NESS. There are
2n−2 independent states of this form. Besides these,
there are additional NESS states, namely, those for which
L(ϵ=0)(x) = 0 holds and where x now includes also σx,y

j .
This increases the degeneracy even further. Because of
this high degeneracy perturbation theory is more difficult
than for small ∆. An important thing to note is that the
NESS for such Ising chain can support an arbitrary mag-
netization profile, while the spin current is always zero.
The Ising spin chain is therefore a perfect insulator. Ex-
ponentially high degeneracy can now be understood also
as being due to the isolation of the bulk from the bound-
aries, so that spins in the bulk “do not know” about the
reservoirs at the boundaries. High degeneracy is there-
fore generic and can not be removed by a different choice
of Lindblad operators. Perturbation ϵ breaks this high
degeneracy making the NESS nondegenerate. The gap
between two eigenvalues of the Lindblad superoperator
with the largest real parts scales as ϵ2 for small perturba-
tions. This means that if we want to calculate the lowest
order corrections in the NESS exactly, we have to ex-
pand it upto order ϵ2. Perturbative expansion can be for
small µ written as ρ = 1

2n ( + µρ0 + µϵρ1 + µϵ2ρ2 + · · ·).
The resulting linear equations for unknown ρ0, ρ1 and
ρ2 are L(0)(ρ0) = 0,L(0)(ρ1) + L(xx)(ρ0) = 0, and
L(0)(ρ2) + L(xx)(ρ1) = 0, where we have split the su-
peroperator into an unperturbed part L(0) and the per-

turbation L(xx)(ρ) = i[ρ,
∑

j σ
x
j σ

x
j+1 + σy

j σ
y
j+1]. Using

the appropriate ansatz, we have obtained exact solutions
for small n ≤ 9, however, they are again complicated,
involving many terms. We only point out features im-
portant for the spin transport. The first observation is
that ρ0 can contain only terms that are already present
in the NESS for ϵ = 0. This includes magnetization,
but not the spin current. Therefore, operators σz

j will be
present in ρ0, while the spin current will be present only
in the first order term ρ1 (because L(xx)(σz

j) will result
in the current). Spin current is therefore always pro-
portional to ϵ (= 1/∆), while the magnetization scales
as ϵ0. Writing out the equation involving the coeffi-
cient c in front of the spin current jk in ρ1, one gets
2c = z1 − z2 − (h1,2z3), where zk is the coefficient in
front of σz

k in ρ0 and (h1,2z3) is the coefficient in front
of (σx

1σ
x
2 + σy

1σ
y
2 )σ

z
3 in ρ1. Our exact analytical solutions

for small n’s show that the term (h1,2z3) is always equal
to 2c for n ≥ 4. Therefore, for large n one has an exact
relation 4c = z1 − z2. This states that if the magneti-
zation profile is linear on average, then the spin current
scales as ∼ 1/n and the transport is diffusive. Of course,
showing that z1 − z2 ∼ 1/n might be no easier than
showing this for the current. Exact solutions give the
expectation value of the current j = µϵ tr (jkρ1)/2n as
(n− 1) · j/(2µϵ) = 3, 5

2 , 2,
25
12 ,

195
88 , 225127

101088 , for n = 3, . . . , 8.
To access the limiting value we have looked at the con-
vergence of j/ϵ∇µ = (n − 1)(z1 − z2) with n. If the
transport is diffusive, this coefficient should converge to
the diffusion constant D. In the Fig. 3 we plot the val-
ues of these exact coefficients, together with numerically
obtained ones for n ≤ 24. The scaling seems to be linear
in 1/n enabling us to obtain the limiting value of the co-
efficient as n → ∞. Using this limit we can predict that

 2
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 2.6
 2.8
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D
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FIG. 3: Finite-size scaling of the diffusion constant for large
∆. Finite value for n → ∞ indicates diffusion.

the spin current goes as j ≍ ϵ2µ 2.95
n

+O(µϵ3), resulting
in the diffusion constant [24]

D ≍ 2.95/∆. (3)

The dependence of D on ∆ has been discussed in [25].

First data came from boundary driven Lindblad XXX chain
[Žnidarič, PRL (2011)]

Boundary-driven steady state paradigm

Open quantum system’s approach:

Markovian master equation for the many-body density matrix:

The Lindblad (-Gorini-Kossakowski-Sudarshan) equation:

d⇢
dt

= L̂⇢ := �i[H, ⇢] +
X

µ

⇣
2Lµ⇢L†

µ � {L†
µLµ, ⇢}

⌘
.
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Kardar-Parisi-Zhang Physics in the Quantum Heisenberg Magnet
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Equilibrium spatiotemporal correlation functions are central to understanding weak nonequilibrium
physics. In certain local one-dimensional classical systems with three conservation laws they show
universal features. Namely, fluctuations around ballistically propagating sound modes can be described by
the celebrated Kardar-Parisi-Zhang (KPZ) universality class. Can such a universality class be found also in
quantum systems? By unambiguously demonstrating that the KPZ scaling function describes magneti-
zation dynamics in the SUð2Þ symmetric Heisenberg spin chain we show, for the first time, that this is so.
We achieve that by introducing new theoretical and numerical tools, and make a puzzling observation that
the conservation of energy does not seem to matter for the KPZ physics.

DOI: 10.1103/PhysRevLett.122.210602

Introduction.—Universality—where different systems
can be described by the same underlying mathematical
structure—is at the core of our understanding of nature. For
instance, the properties of any thermalizing system can be
described by the same equilibrium ensembles of statistical
physics. Out of equilibrium less is known in general, in a
way justifiably so, simply because the world of nonequili-
brium is much richer. One of the more famous universality
classes that can (among other) describe various nonequili-
brium phenomena [1] is that of the Kardar-Parisi-Zhang
(KPZ) equation. The KPZ equation was originally intro-
duced to describe stochastic growth of surfaces [2], and is a
diffusion equation with the simplest possible nonlinearity
(relevant at large scales) and an additional white noise
term (equivalently, the surface’s slope is described by the
stochastic Burgers equation). Besides describing surface
dynamics it can be found in various contexts, ranging from
exclusion processes to random matrix theory; for a review
see Ref. [3]. The KPZ equation itself harbors rich math-
ematical problems [4].
Nonequilibrium physics is one of the more propulsive

areas of today’s theoretical physics. Close to equilibrium
one can use Green-Kubo formulas and express nonequili-
brium properties in terms of equilibrium correlation func-
tions [5]. A downside to such an approach is that the
calculation of spatiotemporal correlation functions is often
very complicated. Any possible universality in their long-
time behavior would therefore be highly appreciated. For
classical fluids in one dimension such a picture has in fact
been put forward [6,7] in a form of nonlinear fluctuating
hydrodynamics [8], which describes (anomalous) fluctua-
tions around sound peaks due to nonlinearity in one-
dimensional systems that have 3 conservation laws
(momentum, energy and mass), and are in general non-
integrable. That fluctuations are indeed described by the

KPZ scaling function [9] has been verified in a number
of classical systems [10–14]. So far there has been no
observation of the KPZ universality class scaling function
in quantum systems.
In this Letter we observe the KPZ scaling functions in an

integrable quantum model that does not have any ballistic
component. Namely, we show with an unprecedented
accuracy (an order of magnitude larger than in simulations
of classical systems) that an infinite temperature spin-spin
correlation function in a paradigmatic SU(2) symmetric
quantum Heisenberg chain has a KPZ form. Such accuracy
is a result of two novelties: (i) using a linear response
formulation we show that one can calculate the equilibrium
correlation function as an expectation value in a particular
nonequilibrium state whose time evolution is easier to
calculate; (ii) we directly treat an ensemble evolution,
avoiding statistical averaging (as done in classical simu-
lations), and which is, even more importantly, structurally
stable. In addition, to discern the role played by conserved
quantities, we show that in an integrable trotterized Floquet
generalization [15] of the model, which does not conserve
the energy, the same KPZ scaling is observed. We note that
the KPZ scaling exponents have been observed in various
stochastic quantum settings, like random quantum circuits
[16,17] or noisy evolution [18].
The model.—In classical systems the KPZ scaling

function describes fluctuations around a sound mode,
whose width scales as ∼t1=z with a dynamical exponent
z ¼ 3

2. Therefore, to observe it one has to move to a
ballistically moving reference frame, which, if the velocity
is not known analytically, can introduce numerical inac-
curacies. We are therefore going to look for KPZ physics at
infinite temperature in the one-dimensional Heisenberg
spin-12 chain at zero magnetization (half-filling) where
the ballistic contribution is zero due to the spin-flip
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In the thermodynamic limit L → ∞ the second term
vanishes as there are no correlations across infinite dis-
tances, and using the cyclic property of the trace we get

hsz0ð0ÞszrðtÞi ¼ lim
μ→0

hszr−1ðtÞiμ − hszrðtÞiμ
2μ

: ð7Þ

This is our first main result. It shows that a weak domain
wall initial state can be seen as a trick that allows us to
calculate the infinite-temperature spin-spin correlation. We
next recall [8] why the left-hand side of Eq. (7) is in certain
classical systems described by the KPZ scaling function.
Kardar-Parisi-Zhang equation.—The KPZ stochastic

partial differential equation was initially suggested to
model the growth of surface hðr; tÞ through random
deposition [2]

∂th ¼ 1

2
λð∂rhÞ2 þ ν∂2

rhþ
ffiffiffi
Γ

p
ζ; ð8Þ

where ζðr; tÞ is a space-time uncorrelated noise.

Of particular interest to us will be the correlation function
Cðr; tÞ ¼ h½hðr; tÞ − hð0; 0Þ − th∂thi&2i—representing the
fluctuations of the height around the expected value—and
its second derivative 1

2 ∂2
rCðr; tÞ ¼ h∂rhð0; 0Þ∂rhðr; tÞi—

describing the slope correlations (here brackets denote noise
averaging). In terms of scaling functions gðφÞ and fðφÞ
one has

gðφÞ ¼ lim
t→∞

C(ð2λ2t2Γν−1Þ−1=3φ; t)
ð12 λtΓ

2ν−2Þ2=3
;

fðφÞ ¼ 1

4
g00ðφÞ ∼ ∂2

rCðr; tÞ: ð9Þ

These can be obtained from the exact solution of the
polynuclear growth model [9] (a model in the KPZ
universality class), and have been tabulated with high
precision in Ref. [26]. Nonlinear fluctuating hydrodynam-
ics predicts that the correlation function of a conserved
quantity, in our case hsz0ð0ÞszrðtÞi, should be given by the
so-called KPZ scaling function fðφÞ.

FIG. 2. Scaling functions and numerical data: the left column corresponds to the continuous-time model while the right corresponds to
the discrete-time model. We show data for the spin current density hjiμ and the discrete spin derivative Δz, defined as Δz ¼
−ðhszriμ − hszr−1iμÞ in the continuous-time model and Δz ¼ − 1

4 ðhs
z
rþ1iμ þ hszriμ − hszr−1iμ − hszr−2iμÞ in the discrete-time model. All

numerical data (yellow and red points) are appropriately scaled to the KPZ scaling functions, see Eqs. (10) and (11). The blue curves
represent the KPZ scaling functions while the green ones are the best-fitting Gaussian profiles. We note that relatively long times are
needed in order to observe the KPZ scaling, namely, t⪆50 for the continuous-time model and t⪆600 for the discrete-time model.
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FIG. 3. Plotting the ratio between the gradient of spin den-

sity and spin current density in scaled units, we can observe

that the numerical results for both models clearly do not obey

Fick’s law. Instead, they are well described by the prediction

from KPZ. Numerical data are plotted for maximum simula-

tions times (t = 200 for continuous and t = 3600 for discrete

time cases). The ratios are rescaled to 1 at ' = 0.

per-partes integration and Eq. (9)) we get

j(r, t) =
2aµ

3b2t1/3
h

✓
br

t2/3

◆

h(') =
g(')� 'g

0(')

4
.

(11)

The form of j(r, t), i.e. the function h('), is therefore
uniquely determined by the form of @rz(r, t), i.e., the
KPZ function f(').

We employ extensive numerical simulations [27] us-
ing the time-evolving block decimation algorithm [28–
30] for matrix-product density operator in order to study
the time evolution of a domain-wall like initial state in
both the continuous and discrete time Heisenberg mod-
els. This allows us to compute the infinite-temperature
spin-spin correlations (7) in a numerically stable way
with manageable bond dimensions �. Fig. 2 shows the
results and the best-fitting KPZ profile for both the spin
and spin current. Due to higher numerical accuracy we
only fit the data for the current, obtaining a and b (11),
which automatically fixes the spin di↵erence profiles (10).
In order to avoid even-odd staggering in the discrete-time
model we take the di↵erence of two consecutive pairs of
spins, rather than a di↵erence of two spins, and appropri-
ately scale the continuity equation. For comparison we
also show best-fitting Gaussians. Because the KPZ scal-
ing functions f(') and h(') are rather close to Gaussians
for not too large arguments, one in fact needs at least
two decades of accuracy to be able to distinguish the
two. With our numerics we have accuracy over about
three decades in the continuous model and about four in
the discrete one. We can clearly confirm that the KPZ
scaling functions emerge at su�ciently long times.

Free parameters a and b are found to be a = b ⇡ 0.67,
conjectured to be 2

3J2/3 , for the continuous-time model.

FIG. 4. Dependence on bond dimension of the current pro-

files in a domain-wall state and for continuous (t = 200) and

discrete-time simulations (t = 3600). Results are stable to

increasing � and converge to the KPZ scaling functions. We

apply a moving average to the leftmost and rightmost 20% of

the data so that it is easier to see the decreasing truncation

error in the tails.

Similarly, for the discrete-time model we find a = b ⇡

0.43, data for other values of J are well described by the

formula a = b ⇡
21/3

3| tan(J/2)2/3| .

Because the KPZ f(') and h(') are not Gaussian,
their ratio h/f ⌘ w(br/t2/3) which appears in a relation
j(r, t) = [2t1/3/(3b2)]w(br/t2/3) @rz(r, t) is not a con-
stant. Therefore, Fick’s law, even with a time-dependent
di↵usion constant [31], is violated (Fig. 3).
We also show the dependence of current profiles on

the bond dimension � used in simulations, Fig. 4. In
the discrete-time case we use slightly smaller �, however
the acquired times are larger (Fig. 2), as well as the sizes
(L = 7200 vs. L = 400). As a net result the wall-times of
discrete model simulations are about half as long as for
a continuous one despite about a decade better accuracy
(Fig. 4). We stress that in the best classical simulations
(hard-point gas [11]) slightly less than two decades of
agreement with KPZ are achieved. What distinguishes
our quantum simulations is that we directly work with
an ensemble, encoded in the many-body density matrix
⇢(t), so no averaging is needed. It is an interesting open
problem how to do such e�cient ensemble simulations for
classical many-body models, in particular since for con-
tinuous variables the local function spaces are infinitely
dimensional.

2

matrices) at site r 2 {�
L

2 , . . . ,
L

2 �1}. Theoretical expla-
nation of the scaling exponent z = 3

2 is still lacking, but
consistent derivations within assumptions of generalized
hydrodynamics were recently given [21]. In particular, it
is possible to estimate the di↵usion constant [21–23] and
prove its divergence, i.e. z < 2 [24].

Here, in order to observe precise spatio-temporal pro-
files of spin and current densities, we will consider two
dynamical setings: continuous time evolution U

t = e
�iHt

generated by H =
PL/2�2

r=�L/2 hr,r+1 (where we set J = 1)
or discrete time evolution with one step propagator U =
UeUo, with Uo = e

�i
P

r h2r�1,2r and Ue = e
�i

P
r h2r,2r+1

(where we use J = ⇡

2 , and where one also observes the
superdi↵usive scaling z = 3

2 [25]). Both settings are char-
acterized by both a global SU(2) symmetry and integra-
bility.

In order to study transport we must derive the expres-
sions for the local spin current density operators for both
the continuous-time and discrete-time models. The for-
mer is the standard spin current in the Heisenberg model
jr = s

x
r
s
y
r+1 � s

y
r
s
x
r+1 which fulfills the continuity equa-

tion dszr
dt = jr�1 � jr. The current in the discrete-time

model turns out to be slightly more complicated, with
the operator being di↵erent on odd and even sites due
to the staggered nature of the propagator U . The two
currents densities satisfy a pair of continuity equations

U
†
M2rU �M2r = j

o
2r�1 � j

o
2r+1 ,

U
†
M2r�1U �M2r�1 = j

e
2r�2 � j

e
2r ,

(2)

where Mr = s
z
r
+s

z
r+1. The simpler odd current can then

be seen to take the form

j
o
2r�1 = 2 sin(J)j2r�1 �

1

2
sin2(J/2)(sz2r � s

z
2r�1) , (3)

whereas the even current is simply the odd current prop-
agated by half a time step j

e
2r = U

†
e j

o
2rUe and acts on 4

adjacent sites.
We begin by preparing our system in a weakly polar-

ized domain-wall mixed initial state [20]

⇢(t = 0) / ⇢µ =
⇣
e
µs

z
⌘⌦L/2

⌦

⇣
e
�µs

z
⌘⌦L/2

. (4)

An example of time evolution for both models is shown in
Fig. 1, using the scaling variable ⇠ = r

t1/z
, z = 3

2 . While
this choice of the initial state provides a numerically sta-
ble and e�cient way to study spin transport [20], we
emphasize that for our purposes it provides us with an
e�cient way to study the infinite-temperature spin-spin
correlation function hs

z
0s

z
r
(t)i, where A(t) ⌘ U

�t
AU

t and
h · i ⌘ 2�Ltr(·) denotes the infinite-temperature expecta-
tion value. We explain that in the following section.

Linear response.– We start by expanding the initial
state (4) to linear order in µ, evolving it in time, and
writing down the expectation value for a single spin,

hs
z
r
(t)iµ = �µ

X

r0

✓r0hs
z
r
(t)sz

r0i+O(µ2) , (5)

FIG. 1. Collapse of spin profiles for the continuous-time (top)

and discrete-time (bottom) model in terms of the scaling pa-

rameter ⇠ = x/t2/3 shown for several times. The continuous-

time simulation was performed on a spin chain of length

L = 400 with bond dimension � = 400 and polarization

µ = 0.0017. The discrete-time simulation was performed with

L = 7200, � = 256 and µ = 0.0005. The same parameters are

used in other figures. In the discrete case there is an addi-

tional Floquet even-odd splitting whose size decays as t�1/3

(the inset).

where we introduced h · iµ = tr[(·)⇢µ]/tr⇢µ as the expec-
tation value in the weak domain-wall initial state (4) and
✓r ⌘ 1(�1) for r � 0(< 0). Accounting for the transla-
tional invariance of the infinite-temperature expectation
value we obtain

hs
z
r�1(t)iµ � hs

z
r
(t)iµ ⇡ µhs

z
r
(t)

P
r0 ✓r0(s

z
r0 � s

z
r0+1)i

= 2µhsz
r
(t)sz0i � 2µhsz

r
(t)sz�L/2i. (6)

In the thermodynamic limit L ! 1 the second term van-
ishes as there are no correlations across infinite distances,
and using the cyclic property of the trace we get

hs
z
0(0)s

z
r
(t)i = lim

µ!0

hs
z
r�1(t)iµ � hs

z
r
(t)iµ

2µ
. (7)

This is our first main result. It shows that a weak domain
wall initial state can be seen as a trick that allows us to
calculate the infinite-temperature spin-spin correlation.
We next recall [8] why the LHS of Eq.(7) is in certain
classical systems described by the KPZ scaling function.
Kardar-Parisi-Zhang equation.– The KPZ

stochastic partial di↵erential equation was initially
suggested to model the growth of surface h(r, t) through
random deposition [2]

@th =
1

2
� (@rh)

2 + ⌫@
2
r
h+

p

�⇣ , (8)
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FIG. 1. Hydrodynamic transport in Heisenberg chains and schematic of the experimental system. (A) Dy-
namical exponents for finite-temperature Heisenberg chains. Whereas integrable systems typically display ballistic transport
(magnetized chains, � > 0), non-integrable systems are generically di�usive (2D Heisenberg model, J� > 0). For unmagnetized
Heisenberg chains, transport is expected to fall into the KPZ universality class with a superdi�usive exponent z = 3/2. (Inset)
By measuring polarization transfer P (t) across a domain wall, we directly observe these transport regimes: superdi�usion in the
unmagnetized case (green), ballistic transport at finite net magnetization (blue), and di�usion in 2D (orange). Exponents are
extracted by fitting P (t) � t1/z; for the ballistic case we additionally fit a vertical intercept to account for transient initial-time
dynamics. Error bars denote the standard deviation (s.d.) of the fit. (B) In each experimental run, we measure the spin states
of a Heisenberg chain (top) by removing one spin species (center) and imaging the atomic site occupation (bottom). (C) The
Heisenberg chains are realized in a 2D atomic Mott insulator (analysis region depicted) with controllable inter-chain coupling.
Our setup allows us to prepare domain walls with high purity � (left, center column) and low purity � (right). We measure the
time evolution of both |�� (top) and |�� (center, bottom row) atoms to extract the polarization transfer.

model with on-site interaction U and tunnel coupling t̃.
At unit filling and in the limit of strong interactions,
the direct tunneling between lattice sites is suppressed
and spin dynamics occur via second-order spin-exchange.
The system can be mapped to the spin-1/2 XXZ model
for |�� and |�� [35, 36], and, in one dimension (1D), is
described by the Hamiltonian

Ĥ = �J
�

j

�
Ŝx

j Ŝx
j+1 + Ŝy

j Ŝy
j+1 + �Ŝz

j Ŝz
j+1

�
, (1)

where � quantifies the interaction anisotropy and J =
4 t̃2/U characterizes the spin-exchange coupling. In our
system, the atomic scattering properties yield � � 1 and
the system maps to the isotropic ferromagnetic Heisen-
berg model [37].

We began our experiment by loading a spin-polarized
2D degenerate gas of approximately 2000 atoms into a
square optical lattice with a spacing of a = 532 nm. We
realized a homogeneous box potential over 50 � 22 sites
by additionally projecting light at a wavelength of 670 nm
with a digital micromirror device (DMD), preparing a
Mott insulator with a filling of n0 = 0.93(1) in this box
(see details in [37]). Local spin control was realized using
light at a wavelength of 787 nm on the DMD [38] to apply
a site-resolved di�erential light shift between |�� and |��;
subsequent microwave driving allows for local flips of the
spatially addressed spins.

Such quantum control enabled us to prepare spin do-
main walls [14, 15, 39, 40] by spatially addressing half the
system. Subsequently, we prepared high-entropy states

by globally rotating the spins away from the Sz-axis
using a resonant microwave pulse and then locally de-
phasing them by projecting a site-to-site random spin-
dependent potential, which we modified from shot to
shot [37] (Fig. 1C). More precisely, our experiments fo-
cused on tracking spin dynamics starting from a class of
initial states comprising a spin domain wall with mag-
netization di�erence 2� in the middle of the spin chain:
i.e., one half of the system has magnetization � and the
other half of the system has magnetization ��. In the
infinite-temperature limit, � � 0, the relaxation of such
states yields linear response transport coe�cients, as the
derivative of the spin profile is precisely the dynamical
spin structure factor [14, 15].

In order to probe 1D spin dynamics in our system,
we rapidly quenched the lattice depth along 1D tubes
comprising 50 sites, which suddenly increased the spin-
exchange coupling from zero to J/� = 64(1) s�1. After
tracking the spin dynamics for up to � 45 spin-exchange
times � = �/J , we removed one spin component and mea-
sured the remaining occupation via fluorescence imaging
(Fig. 1B).

Superdi�usive spin transport

To explore the nature of anomalous spin transport in
the 1D Heisenberg model, we initialize the spins in a
high-entropy domain-wall state with � = 0.22. We char-
acterize the subsequent spin transport by measuring the

Tomaû Prosen Integrable circuits and full counting statistics
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FIG. 1. Domain wall relaxation in the Heisenberg XXZ spin chain. (A) Schematic of the unitary gate sequence used in
this work, where fSim gates are applied in a Floquet scheme on a 1D chain of NQ = 46 qubits. (B) Relaxation dynamics as a
function of site and cycle number for µ = 1, 0.9, and 0.3 for initially prepared domain-wall states with 2hSzi = ± tanhµ. Blue
and yellow squares correspond to occupied and unoccupied sites, respectively, in random instances of the experiment. The fSim
angles are chosen to be (✓,�) = (0.4⇡, 0.8⇡), corresponding to � = 1. (C) Histogram showing the probability distribution of
transferred magnetization after t = 1, 5 and 20 cycles (arrows in B) for µ = 1.

fSim(✓,�) gates are applied between all neighboring pairs
in the chain, resulting in the cycle unitary:

UF =
Y

even bonds

fSim(✓,�)
Y

odd bonds

fSim(✓,�). (2)

In the limit ✓, � ! 0, UF is the Trotter–Suzuki expansion
of the XXZ Hamiltonian, Eq. 1, with� = sin(�/2)/sin(✓).
Away from this limit, there is no unique Hamiltonian as-
sociated with UF , but Eqs. 1 and 2 still share symme-
tries and are both integrable by the Bethe ansatz [39–43].
The conjecture that the late-time dynamics are described
by KPZ applies equally to the Floquet system[44], so we
make no attempt to be in the small-angle limit, instead
favoring large angles for faster dynamics.

To study dynamics under the unitary evolution (Eq. 2),
we generate domain-wall initial states with an adjustable
contrast parameter µ (Fig. 1B). Specifically, we initialize
the chain in a set of product states such that the left
and right halves have average magnetization ± tanh(µ),
respectively:

⇢(t = 0) / (e2µSz

)⌦NQ/2 ⌦ (e�2µSz

)⌦NQ/2. (3)

When µ ! 1, the system approaches a pure domain-
wall state with the two sides fully magnetized in oppo-
site directions. Only when µ = 0, the initial state is an
infinite-temperature thermal state that preserves SU(2)
symmetry. When µ 6= 0, the magnetization is prefer-
entially along the z-axis, breaking the SU(2) rotational
symmetry of the Heisenberg model.

A natural measure of spin transport is the total trans-
ferred magnetization, M(t), defined as twice the net num-
ber of excitations that have crossed the middle of the
chain after t cycles. In our experiment, we sample over
initial bitstring states with probabilities given by Eq. 3.

For each initial state, we prepare the qubits in that state
and then apply t cycles of fSim gates. Let NR,1(b) be the
number of excitations (“1”s) in the right half of bitstring
b. The transferred magnetizationM is the stochastic vari-
able defined by

M(t)/2 = NR,1(bt)�NR,1(bi), (4)

where bi is the initial bitstring, sampled from Eq. 3, and
bt is the associated final bitstring sampled at t. For ex-
ample, if the initial bitstring is 111010 and the final bit-
string is 110110, then the transferred magnetization is 2.
Because the dynamics are number-conserving, the trans-
ferred magnetization is also the net number of zeros that
have crossed from the right to the left. Repeating the
experiment many times, we construct the probability dis-
tribution of M, P (M). In the case µ = 0, the initial
state and the dynamics both have a mirror symmetry, so
for each initial bitstring that is studied experimenally, we
also include the reflection of that bitstring in our analy-
sis, using the same experimental data, which e↵ectively
symmetrizes P (M).

Figure 1B shows measurement instances for three val-
ues of µ. The left column in each panel shows an instance
of the initial state for the given µ, and the subsequent
columns show typical bitstrings evolved from that state.
As excitations (spin flips) propagate through the chain,
smaller domains become more probable. In Fig. 1C, we
show histograms of M at di↵erent times, starting in a
pure (µ = 1) domain wall. Owing to locality of the cir-
cuit, |M(t)| is upper-bounded by 2 t. Consequently, the
distribution is narrow and centered around a small value
at t = 1, because only a few excitations have crossed the
middle of the chain, and becomes wider at later times.

Transport and full counting in XXX/XXZ circuits 
on Sycamore chip [Google Quantum AI and collaborators, Science 2024]
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FIG. 2. Mean and variance in various transport regimes. (A) Mean of transferred magnetization hM(t)i as a function
of cycle number for initial states with µ = 0.5 and for � = 0.16 (purple triangles), 1 (orange squares), 1.6 (green circles). Light
and dark curves show simulations with and without noise, respectively. The hM(t)i can be fit to t1/z and gives z = 1.12± 0.04
in the ballistic, z = 1.6± 0.1 in the superdi↵usive, and z = 1.9± 0.2 in the di↵usive regime. The inset illustrates three di↵erent
regimes characterized by � = sin(�/2)/sin(✓) with the orange line being the isotropic Heisenberg limit. (B) Histogram showing
the probability distribution of measured M for values of � studied in A at cycle 14. Light and dark lines show experimental
data and noiseless simulation results, respectively. (C,D) Mean and variance of M for � = 1 and 0.2  µ  1 (brighter to
darker squares). With increasing µ, the mean increases, whereas the variance decreases.

II. MEAN AND VARIANCE OF TRANSFERRED
MAGNETIZATION

In the context of spin transport, the first and second
(variance) moments of M have been extensively stud-
ied both theoretically and experimentally [10, 15, 23–
34, 43, 45]. Taking advantage of our tunable fSim
gates, we explore how these two moments depend on the
anisotropy parameter, �. Figure 2A shows the mean of
M over time for values of � equal to 0.16 (purple), 1 (or-
ange) and 1.6 (green), and an initial domain wall height
of µ = 0.5. We observe markedly di↵erent scaling behav-
iors in the three regimes. Eliminating the initial transient
cycles, we fit a power law, hMi ⇠ t1/z, to the data over cy-
cles 10–23 and extract scaling exponents of z = 1.12±0.04,
z = 1.6± 0.1 and z = 1.9± 0.2, respectively. These are in
close agreement with theoretical predictions for the ballis-
tic (z = 1)[46], superdi↵usive (z = 3/2)[23], and di↵usive
(z = 2)[47, 48] behaviors, respectively (although z is pre-
dicted and observed to depend on µ; see Fig. S12 [38]).

Observation of superdi↵usive propagation for isotropic
interactions (� = 1), measured here and also in other
works [10, 22–34, 45], has been interpreted as a signature
of the KPZ universality class.

Numerical simulations of these domain-wall dynamics
are shown with solid dark lines in Fig. 2A. A variety of nu-
merical simulations often rely on approximation schemes,
which could lead to inaccurate results. In contrast, here
we perform exact statevector sampling up to cycle 18
without any approximations. This is achieved by tak-
ing advantage of the fact that hM(t) i depends only on
the spins within the light cone of width 2t, and can thus
be determined exactly by simulating shorter chains. This
simplification also allows for arriving at analytical results
for all moments of M at early cycles. Nevertheless, the
computational cost grows exponentially, and with the re-
sources used here, the simulations at cycles 14, 16, and
18 take about 1, 2, and 14 hours, respectively (see Fig. S9
[38]). In contrast, the quantum simulator allows us to
reach 23 cycles, primarily limited by the relaxation of the
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FIG. 3. Skewness and excess kurtosis of transferred magnetization. Experimental data and noiseless simulation results
are shown with squares and lines, respectively. (A) Skewness of transferred magnetization distribution S as a function of t, for
� = 1 and various µ 2 [0, 1.5]. We symmetrize the µ = 0 probability distribution, after which the skewness is exactly 0. (B)
The same as A, but with the x-axis re-scaled as µ t2/3 and excluding data points for which t < 8. The collapse of the skewness
under rescaling is explored using the noiseless simulation data in Fig. S10 [38]. Dashed horizontal gray lines indicate predictions
based on the KPZ universality class (TW GUE: Tracy-Widom Gaussian-unitary-ensemble), nonlinear fluctuating hydrodynamics
(NLFH) model [49], and a classical Landau-Lifshitz (CLL) model [50]. The red lines marked “Wei et al” show S measured in
Ref. [10] (for µ = 1.5) and the 1� confidence interval. The inset to B illustrates di↵erent ways of taking the late-time and small-µ
limits that are considered here. (C) Kurtosis of transferred magnetization. The horizontal lines are the theoretical predictions
from the same models shown in panel B. The experimental kurtosis, averaged over cycles 16–23, is �0.05 ± 0.02. The kurtosis
data do not exhibit a collapse, as expected; the kurtosis cannot be a function of µt� for any � because, unlike the skewness, it
has time dependence even when µ = 0.

find Q = �0.05 ± 0.02. The emergence of KPZ dynam-
ics in this order of limits is further ruled out by numerical
and theoretical predictions that the dynamics become dif-
fusive (z = 2) at a late time that grows as t ⇠ 1/µ3 as
µ ! 0 (Refs. [55, 58]).

One could consider taking the two limits simultaneously
in a way that the dynamics do not become di↵usive, e.g.,
by holding µt2/3 constant (see Fig. S18) [38]. The cor-
rect distribution to compare against is TW GUE in this
case as well. If we take the limit with µt2/3 fixed at a
large value, we find S consistent with TW GUE, but the
measured Q is still inconsistent with the TW GUE pre-
diction of 0.09 (Fig. 3C), ruling out KPZ dynamics on the
timescales accessible in the experiment. Although it re-
mains possible that KPZ dynamics will emerge at much
later times (i.e., Q will increase to 0.09), we see neither
evidence nor rationale for this.

An outstanding question is why only lower-point ob-
servables, such as the mean and variance of the trans-
ferred magnetization and the correlator studied by [44],
seem to behave consistently with KPZ universality. In-
triguingly, other systems have been identified that exhibit
similar behavior. One such system is a nonlinear fluc-
tuating hydrodynamic (NLFH) model with two coupled
stochastic modes [49, 59, 60], which predicts S = 0, con-
sistent with the Heisenberg spin chain. However, it sug-
gests Q = 0.14, di↵ering from what we observe, perhaps

hMi �2 S Q
Experiment t2/3 t2/3 0 * �0.05± 0.02

KPZ (Baik-Rains) [57] t2/3 t2/3 0.36 0.29

NLFH [49] t2/3 t2/3 0 0.14

CLL [50] t2/3 t2/3 0 2 [�0.07, 0.03]

TABLE 1. Comparison of the experimentally observed mo-
ments with the theoretically predicted values from various
models. Here: hMi: mean, �2: variance, S: skewness, Q:
kurtosis. The experimental kurtosis value is averaged over cy-
cles 16 � 23 and µ = 0 � 0.4, and the errors are computed
using the jackknife method. See Table S2 for details regarding
KPZ predictions [38]. Green (red) entries indicate agreement
(disagreement) between the data and theory. *The skewness
is 0 due to symmetrization of our data.

because not all aspects of the model are universal. An-
other such system is the classical Landau-Lifshitz (CLL)
magnet [50, 55, 61, 62], which predicts S = 0 and a Q
that is negative and close to zero at these time scales [50].
These are consistent with our experimental results. It is
rather interesting that this classical system additionally
exhibits dynamical behavior similar to the quantum spin
chain with enhanced quantum fluctuations due to confine-
ment [63].
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Fig. 3: Spin autocorrelation function (50) of the integrable space-time discrete dy-
namics (4) at zero average magnetization µ = 0. Parameters of the simulation:
⌧ = 1, number of lattice sites N = 213, final simulation time tmax = 212, averaging
over a sample of M = 105 initial spin configurations sampled from distribution
(48). Panel (a) shows a density plot of |C(x, t)| in log-scale indicated in the leg-
end. In (b) we plot snapshots of autocorrelation function cross sections rescaled
according to (51), at times indicated in the legend. The dotted lines show the
best-fit Gaussian and KPZ scaling functions gPS [28]. The KPZ fit is of the form

C(x, t)t
2
3 = ag

⇣
bx/t

2
3

⌘
, with a = 0.024, b = 0.29.

Spin transport in classical 
SO(3) symmetric integrable 
symplectic lattice gas

KPZ physics in integrable SO(3) symmetric dynamics on discrete space-time lattice 3

over (S2)⇥N . This many-body map has the form of a classical Floquet circuit
built from a simple local 2-spin mapping which is a simple non-linear rational and
rotationally symmetric bijective transformation of a pair of unit 3-vectors. Such
a dynamical system should be of interest in its own right, since we demonstrate
that the 2-spin mapping satisfies a baxterized set theoretic quantum Yang-Baxter
equation where the spectral parameter plays the role of the ‘integration time-step’.
Moreover, we introduce an appropriate Lax matrix and prove the corresponding set
theoretic quantum RLL relation which allows us to compute an extensive family of
conserved fields of the model. The model therefore represents the simplest known
rotationally (SO(3)) symmetric integrable dynamics in discrete-space time and
due to its e�cient simulability provides a perfect playground for testing the above
phenomenological conjecture on the KPZ scaling. Moreover, we show that our
dynamics exhibits a remarkable space-time symmetry, namely it is generated by
essentially the same deterministic and reversible many-body map if one flips the
time and space axes. In other words, knowing the value of a fixed spins at all
moments in time, we can find (via ‘space dynamics’) unique values of all other
spins at all time steps.

In the second part of the paper (section 3) we then numerically explore dy-
namical spin-spin correlation functions in the simplest separable invariant state
(which can be understood as an infinite temperature/maximum entropy state at
fixed average magnetization) and demonstrate that it obeys a clean KPZ scaling
for vanishing magnetization. When changing the magnetization parameter we then
demonstrate a crossover to a ballistic scaling which could be captured within GHD.
Moreover, when slightly breaking integrability of the discrete-time mapping while
keeping the same continuous time limit (namely, the LLL model), we demonstrate
an immediate drift of dynamical exponents towards the di↵usive value z = 2.

2 Integrable SO(3) invariant dynamics on a discrete space-time lattice

2.1 Definition of the model

Let S1,S2 denote a pair of three-dimensional unit vectors, S1 · S1 = S2 · S2 = 1.
We define a one parameter family of rational nonlinear maps �⌧ between a pair
of 2-spheres �⌧ : S2

⇥ S
2
! S

2
⇥ S

2
, as:

�⌧ (S1,S2) =
1

�2 + ⌧2

⇣
�
2
S1 + ⌧

2
S2 + ⌧S1 ⇥ S2,�

2
S2 + ⌧

2
S1 + ⌧S2 ⇥ S1

⌘
, (1)

�
2 :=

1
2

⇣
1 + S1 · S2

⌘
,

where ⌧ 2 R is a real parameter, which will later be interpreted as the discretization
time step. A simple calculation shows that the map �⌧ preserves the unit norm
of the pair of vectors and is invertible, thus it represents a bijection on S

2
⇥ S

2

which is clearly invariant under rotations:

(S0
1,S

0
2) = �⌧ (S1,S2) , (RS

0
1, RS

0
2) = �⌧ (RS1, RS2), R 2 SO(3). (2)

Eq. (1) defines the elementary two-body propagator of our model. Let us now
proceed to a definition of a discrete-time dynamics for a lattice (chain) of an even
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number N 2 2N of unit vectors:

S
t
x 2 S

2
, x 2 ZN , t 2 Z, (3)

which we define as follows:

(S2t+1
2x ,S

2t+1
2x+1) = �⌧ (S

2t
2x,S

2t
2x+1), (S2t+2

2x�1,S
2t+1
2x ) = �⌧ (S

2t+1
2x�1,S

2t+1
2x ), (4)

for integer space-time indices x 2 ZN/2, t 2 Z (see a schematic depiction in Fig. 1).
This prescription can be understood as a discrete-time, deterministic, reversible

dynamical system generated by an invertible dynamical map  ⌧ : M ! M over
a product of N 2-spheres, M = (S2)⇥N , which is defined as a composition of an
even and odd half-time step propagators:

(S2t+2
0 ,S

2t+2
1 , . . . ,S

2t+2
N�1) =  ⌧ (S

2t
0 ,S

2t
1 , . . . ,S

2t
N�1), (5)

 ⌧ =  
odd
⌧ �  

even
⌧ ,

 
even
⌧ = �

⌦N/2
⌧ ,

 
odd
⌧ = ⌘

�1
�  

even
⌧ � ⌘.

The map:
⌘(S0,S1, . . . ,SN�2,SN�1) = (S1,S2, . . . ,SN�1,S0) (6)

is a periodic translation on a classical spin-ring M. The tensor product of maps
over a cartesian product of their domain sets is defined as (⌦ ⌦ ⇤)(x,y) ⌘

(⌦(x),⇤(y)).
Note that this discrete space-time dynamics is a classical analog of a local

quantum circuit representation of a Trotter decomposition of unitary Hamilto-
nian dynamics. Particularly, since as we will show below, �⌧ can be generated
by a suitable 2-spin Hamiltonian and hence the many-body map  is a canoni-
cal transformation which is generated by a suitable (periodically) time-dependent
Hamiltonian. The model can thus also be interpreted as a classical local Floquet
circuit.

2.2 The Hamiltonian structure of the elementary two-body interaction

Before demonstrating the integrability of the model we make a brief detour and
show the Hamiltonian and symplectic character of the building blocks of the model.
We seek a Hamiltonian H(S1,S2) that will generate the canonical transformation
(1) through the equations of motion after a time specified by ⌧ . Since the two-body
interaction is invariant under SO(3), the Hamiltonian must be a function of the
scalar invariant of a pair of unit vectors, i.e. it should be of the form:

H(S1,S2) = 2h(�), �
2 =

1
2
(1 + S1 · S2). (7)

Since we aim to interpret vectors Sn, n 2 {1, 2}, as classical angular momenta
(which we shall simply refer to as ‘spins’) we invoke the SO(3) Poisson bracket
with the canonical relations:

{Sn;a, Sm;b} = �n,m

X

c

"abcSn;c, (8)

[Krajnik, P, JSP2020]
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Fig. 4: Rescaled spin-spin correlation functions of magnitized states, stationary
under a ballistic rescaling (53). Edge contributions increase with growing magne-
tization. Initial conditions drawn from distribution (48). Parameters of the simu-
lation: ⌧ = 1, number of lattice sites N = 213, simulation time tmax = 212, Monte
Carlo samplesM = 105, for average magnetizations µ 2 {0.07, 0.1, 0.3, 0.5, 0.7, 0.9}
indicated on top of each panel.

however, that the integrable trotterization of the XXX model is generated by the
same local terms as the total XXX Hamiltonian.

Our classical integrable discrete time model, on the other hand, is generated by
a di↵erent local hamiltonian (14), which only reduces to a local LLL hamiltonian
in the small ⌧ limit. The standard symplectic trotterization of LLL dynamics in

Breaking SO(3) 
symmetry - polarized 
equilibrium state
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Fig. 5: Local spin autocorrelation function of the non-integrable trotterization of
LLL model (54) in a non-magnetized state µ = 0. Parameters of the simulation:
lattice size N = 213, maximal simulation time tmax = 212, and averaging over
M = 105 initial states sampled from the distribution (48). In (a) we show C(x =
0, t) vs time t for various values of parameter ⌧ which clearly suggests power-law
scaling ⇠ t

�↵ after an initial transient. A close inspection reveals that the log-log
scale lines are slightly curved indicating a slow drift of the dynamical exponent. In
(b) we plot a local power law exponent ↵ fitted within di↵erent time windows of
geometrically scaling widths as indicated in the legend. A systematic convergence
with time towards ↵ ⇡

1
2 is observed.

which generators of two-step protocols (16) are divided into even and odd pairs:

H
even
LLL =

N/2�1X

x=0

h2xj,2x+1, H
odd
LLL =

N/2X

x=1

h2x�1,2x (54)

hx,x+1 = log
⇣
1 + Sx · Sx+1

⌘
,

is non-integrable, with integrability breaking terms being of order O(⌧2). Compu-
tation of the full Lyapunov spectrum for various ⌧ indeed confirmed chaoticity and
hence non-integrability of the model. Checking the scaling of dynamical correla-
tion functions of this trotterized LLL model would therefore be a stringent test of
condition of complete integrability for the emergence of KPZ scaling.

The most accurate numerical information is the height of the peak of the
correlation function (or equal-space correlator) which decays with the dynamical
exponent C(x = 0, t) / t

�↵, with ↵ = 1/z. We have observed that precise deter-
mination of ↵ for small values of ⌧ is numerically very di�cult. Fitting power laws
to C(0, t), i.e. linear fit of ↵,� to logC(0, t) = �↵ log t+ �, for di↵erent windows
of time t we have indeed confirmed that, for any ⌧ 6= 0, the running exponent
↵ moves towards 1/2 (signalling z ! 2) by increasing t (see Figure 5). A clear
convergence could only be achieved for ⌧ > 0.8, however, our results are not in-
consistent with the conclusion that the SO(3) symmetric trotterized LLL model
is di↵usive, except in the integrable point ⌧ = 0 where it exhibits KPZ scaling.

We note that the traces of weakly broken integrability can impact the model’s
dynamics across several orders of magnitude in time, with normal di↵usion pre-
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implying that, in tilde variables, the full spatial dynamics can be expressed in terms of the
temporal propagator

( eM2t
2` , eM2t�1

2` ) = �⌧( eM2t
2`�1, eM2t�1

2`�1 ), ( eM2t+1
2`+1 , eM2t

2`+1) = �⌧( eM2t+1
2` , eM2t

2` ). (83)

We shall refer to this property as space-time self-duality.

Two remarks are in order at this point. First, we wish to point out that the self-duality
property, despite its manifest presence in the fully discrete setting, is lost at the level of the
Hamiltonian dynamics emerging in the continuous-time limit (cf. Eq. (95)). This is attributed
to the fact that space and time coordinates no longer appear on equal footing in the continuous
time limit. Indeed, in deriving the continuum limit one only retains smooth variations of the
classical field configurations, which is clearly in conflict with the staggered form of the local
gauge transformation (75).

It may appear, at the first glance at least, that the self-duality property imposes very strin-
gent restrictions on the dynamics, for instance allowing the temporal and spatial dynamics
to be effectively interchanged. This is however not the case. We notice that an uncorrelated
time-invariant initial state after being locally quenched undergoes a non-trivial time-evolution
resulting in a strongly correlated ‘time state’ [28]. Furthermore, correlations do not only prop-
agate with the unit speed as e.g. in the dual-unitary models [99]. In Section 3 we carry out
numerical simulations to explicitly demonstrate this fact.

M1 M2 M3

�̂(1,2)
⇣1�⇣2

�̂(2,3)
⇣1�⇣3

�̂(1,2)
⇣2�⇣3

=

M1 M2 M3

�̂(2,3)
⇣2�⇣3

�̂(1,2)
⇣1�⇣3

�̂(2,3)
⇣1�⇣2

Figure 4: Schematic representation of a set-theoretic (functional) Yang–Baxter equa-
tion in the braid form, representing an intertwining property of three consecutive
applications of the Yang–Baxter map on a product phase space M1 ⇥M1 ⇥M1.
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2.4.3 Yang–Baxter relation

Another important manifestation of integrability (cf. the zero-curvature property (5)) is that
the two-body propagator is also a Yang–Baxter map, R� : M1 ⇥M1!M1 ⇥M1, given by

R� = ⇧ � �̂�, �̂� = AdF�1⌦F�1 ��� = ��
���
F=1

, (84)

where �̂� denotes the ‘untwisted’ elementary propagator and ⇧ is the permutation map on
M1 ⇥M1. By embedding the maps into a triple Cartesian product M1 ⇥M1 ⇥M1, we find
that R� satisfies the set-theoretic Yang–Baxter relation

R(1,2)
⇣1�⇣2
�R(1,3)

⇣1�⇣3
�R(2,3)

⇣2�⇣3
=R(2,3)

⇣2�⇣3
�R(1,3)

⇣1�⇣3
�R(1,2)

⇣1�⇣2
, (85)

whereas the untwisted propagator accordingly satisfies the associated braid relation

�̂(1,2)
⇣2�⇣3
� �̂(2,3)
⇣1�⇣3
� �̂(1,2)
⇣1�⇣2

= �̂(2,3)
⇣1�⇣2
� �̂(1,2)
⇣1�⇣3
� �̂(2,3)
⇣2�⇣3

. (86)

Let us briefly elucidate the origin of the Yang–Baxter map (see [81,100–102], or [103,104]
for more recent accounts which discuss its connection to quasitriangular Hopf algebras [105,
106]). To this end it is convenient to regard the discrete zero-curvature condition (5) as a
re-factorization problem [107] for a pair of Lax matrices

L(�+ ⇣2; M 02)L(�+ ⇣1; M 01) = L(�+ ⇣1; M1)L(�+ ⇣2; M2), (87)

where ⇣ j 2 C are arbitrary shift parameters. The Yang–Baxter map R� provides a mapping
(M1, M2) 7! (M 01, M 02) which is a unique solution to the matrix re-factorization problem. The
set-theoretic (functional) Yang–Baxter property is a statement about equivalence of two differ-
ent intertwining protocols; applying the left- and right-hand sides of Eq. (85) to the sequence
L(�1; M1)L(�2; M2)L(�3; M3), where �` ⌘ �+ ⇣`, we obtain

L(�3; M�3)L(�2; M�2)L(�1; M�1) and L(�3; M•3)L(�2; M•2)L(�1; M•1), (88)

respectively. Here M�` and M•` , with ` = 1, 2,3, are two (apriori distinct) sets of propagated
variables. Firstly, by uniqueness of matrix re-factorization (87), each application of the Yang–
Baxter map preserves the cubic �-polynomial, and hence the two expressions in (88) must
be equal. To establish the Yang–Baxter property (85) it is left to prove that factorization of a
given �-polynomial into an ordered product of Lax matrices is unique. This is to say that all the
variables are pairwise equal, M�` = M•` for all `. Although we suspect that this assertion can
be resolved on a formal basis10, at this moment we are only able to give an explicit algebraic
proof (see Appendix A.1).

2.5 Symplectic generator

Having shown that Eq. (7) provides a symplectic transformation, we can alternatively realize
it in the Hamiltonian form. To this end we define

d
dt

M` = {M`,H (k,N)
⌧ }, (89)

and require that for both ` = 1, 2 at time t = ⌧ the solution to Eq. (89) yields the symplectic
map (7), namely M1,2(t = ⌧) = M 01,2. Beware that H

(k,N)
⌧ is not simply an integrable lattice

Hamiltonian obtained in the ⌧! 0 limit (derived below in Section 2.6). It is also important
10To begin with, uniqueness of factorization for general system size is crucial for well-posedness of the inverse

scattering transform.
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Full counting statistics in deterministic many body dynamics
Exactly solvable charged hard point cellular automaton 8
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FIG. 3. Coordinate frame (time vertical, space horizontal) of a deterministic charged hardcore lattice gas (red: + particles,
blue: � particles, while thin black lines indicate vacancies). Example of a pyramid section of a typical trajectory, for which
initial data on a saw of 4t subsequent links uniquely determine the transport through the mid-point (dashed line) for all times
from 0 to 2t.

II. EXACTLY SOLVED FULL COUNTING STATISTICS

A. Time integrated current

We shall consider the total charge which is transferred between the left and right half of the system (through the
origin ` = 0) in time 2t (after t full time steps)

J(t) =
X

`>0

q2t` �

X

`>0

q0` . (12)

This is exactly equal to the the time integrated current

J(t) =
t�1X

t0=0

j2t
0

0 =
2t�1X

t0=0

(�1)t
0+1qt

0

0 , (13)

where j is the local current that satisfies a pair (due to even-odd staggering) of continuity relations

q2t+2
2` � q2t2` + j2t+1

2`+1 � j2t2` = 0, q2t+2
2`+1 � q2t2`+1 + j2t2`+2 � j2t+1

2`+1 = 0. (14)

A valid expression for the local current is a discrete forward di↵erence, which was used in the second equality in (13)

jt` = qt+1
` � qt`. (15)

B. Exact moment generating function

Our aim is to compute the moment generating function (MGF)

G(�|t) ⌘ he
�J(t)

i ⌘

X

J

P(J|t)e�J, (16)
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FIG. 4. Distinct particle worldlines within a typical many-body trajectory, depicted with two di↵erent colors. Lines crossing
the origin are thickened. In this specific example ⇤� = {�9,�8,�5,�3,�1}, ⇤+ = ;, i.e. there are five worldlines which in
total duration 2t = 26 cross the boundary – indicated by the dashed vertical line – from left to right sublattice.

where � 2 C is the counting field and h•i denotes the average over an invariant separable measure of initial configu-
rations q` ⌘ q0`

P({q`}) =
Y

`

p(q`), p(±) = ⇢
1± b

2
, p(;) = ⇢̄ = 1� ⇢, (17)

with 0  ⇢  1 the density of particles, �1  b  1 the charge bias of the particles and ⇢ the density of vacancies.
For later convenience we also introduce

�
2 = ⇢⇢ 2 [0, 1/4]. (18)

The idea is now to evaluate the average (16) in a nested way - an outer average over all relevant charge-less (neutral)
particle configurations {⌃}, ⌃ ⇢ Z, and an inner average, with a frozen particle configuration ⌃, over all combinations
of charges

�
q` 2 {+1,�1}

 
`2⌃

. Let us tag a particle starting from the initial configuration and follow its worldline.
Note that distinct worldlines by definition of the dynamics cannot cross. Let ⇤± ⇢ ⌃ denote the coordinates of initial
particles, which after t time-steps (i.e., at time 2t) end on the opposite side of the lattice, i.e. passing from the interval
[�1, 0] to [1,1] for ⇤� and the opposite for ⇤+. Note that due to non-crossing of worldlines, at most one of the
subsets ⇤± can be non-empty (see Fig. 4 for an illustration). Considering the defining expression for the transported
charge (12), an unbiased averaging over the measure (17) given a fixed occupancy configuration ⌃ yields

G(�|t;⌃) =
Y

`2⇤�

he
�q`i

Y

`2⇤+

he
��q`i = µ

|⇤�|
� µ

|⇤+|
+ , (19)

where

µ± = cosh�⌥ b sinh�, (20)

and |⇤±| ⌘
P

`2⇤±
1. Note that the only way for a worldline to shift left/right is to “meet” a right/left moving vacant

site. It follows that the total signed number of worldlines crossing the origin up to time 2t is equal to the number of
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right-moving vacancies to the left of the origin at t = 0, minus the number of left-moving vacancies to the right of the
origin again at t = 0 within the causal cone

|⇤+|� |⇤�| = l � r, l =
tX

⌧=1

�s�2⌧+1,0, r =
tX

⌧=1

�s2⌧ ,0. (21)

Since at most one of the two sets ⇤± is non-empty we have the identity

|⇤+|+ |⇤�| =
��|⇤+|� |⇤�|

�� (22)

allowing us to express

|⇤±| =
|l � r| ± (l � r)

2
. (23)

By simply counting the number of configurations of the relevant sublattices of vacancies at t = 0, weighting them with
appropriate probabilities in terms of powers of ⇢ and ⇢̄, and using the expression (19) for each fixed configuration, we
obtain the exact moment generating function in the form of a double sum

G(�|t) = ⇢
2t

tX

l=0

tX

r=0

✓
t

l

◆✓
t

r

◆
⌫
l+r

µ
|⇤�|
� µ

|⇤+|
+ , (24)

where

⌫ =
⇢

⇢
. (25)

The moment generating function at the origin is normalized to unity

G(0|t) = 1, (26)

and is an even function of � as follows from microscopic reversibility of the equilibrium state (17)

G(�|t) = G(��|t). (27)

When |b| = 1 there is only one species of charged particles and the model reduces to that of free ballistically propagating
particles, which we refer to as the free point of the model. At the free point the sum (24) can be computed exactly

G
[1](�|t) =

⇥
1 + 2�2(cosh�� 1)

⇤t
. (28)

C. Exact integrated current distribution

The definition of the moment generating function (16) can be inverted to obtain the probability distribution of the
integrated current by introducing � = e

� and using the Z-transform (discrete Laplace transform)

P(J|t) =
1

2⇡i

I

|�|=1
G(�(�)|t)��J d�

�
. (29)

The normalization of the moment generating function (26) induces a normalization of the probability distribution

1X

J=�1
P(J|t) = G(0|t) = 1. (30)

Expanding (for |b| < 1) the hyperbolic functions in (24) with (20) using the binomial theorem

G(�(�)|t) = ⇢
2t

tX

l,r=0

✓
t

r

◆✓
t

l

◆
⌫
l+r

|⇤±|X

i±=0

✓
|⇤�|

i�

◆✓
|⇤+|

i+

◆
1� b

2

�|⇤�|�i�+i+ 
1 + b

2

�|⇤+|�i++i�

�
2(i++i�)�|l�r|

, (31)
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FIG. 4. Distinct particle worldlines within a typical many-body trajectory, depicted with two di↵erent colors. Lines crossing
the origin are thickened. In this specific example ⇤� = {�9,�8,�5,�3,�1}, ⇤+ = ;, i.e. there are five worldlines which in
total duration 2t = 26 cross the boundary – indicated by the dashed vertical line – from left to right sublattice.
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with 0  ⇢  1 the density of particles, �1  b  1 the charge bias of the particles and ⇢ the density of vacancies.
For later convenience we also introduce
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The idea is now to evaluate the average (16) in a nested way - an outer average over all relevant charge-less (neutral)
particle configurations {⌃}, ⌃ ⇢ Z, and an inner average, with a frozen particle configuration ⌃, over all combinations
of charges
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[�1, 0] to [1,1] for ⇤� and the opposite for ⇤+. Note that due to non-crossing of worldlines, at most one of the
subsets ⇤± can be non-empty (see Fig. 4 for an illustration). Considering the defining expression for the transported
charge (12), an unbiased averaging over the measure (17) given a fixed occupancy configuration ⌃ yields
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We analytically compute the full counting statistics of charge transfer in a classical automaton of
interacting charged particles. Deriving a closed-form expression for the moment generating function
with respect to a stationary equilibrium state, we employ asymptotic analysis to infer the structure
of charge current fluctuations for a continuous range of timescales. The solution exhibits several
unorthodox features. Most prominently, on the timescale of typical fluctuations the probability
distribution of the integrated charge current in a stationary ensemble without bias is distinctly
non-Gaussian despite di↵usive behavior of dynamical charge susceptibility. While inducing a charge
imbalance is enough to recover Gaussian fluctuations, we find that higher cumulants grow indefinitely
in time with di↵erent exponents, implying singular scaled cumulants. We associate this phenomenon
with the lack of a regularity condition on moment generating functions and the onset of a dynamical
critical point. In e↵ect, the scaled cumulant generating function does not, irrespectively of charge
bias, represent a faithful generating function of the scaled cumulants, yet the associated Legendre
dual yields the correct large-deviation rate function. Our findings hint at novel types of dynamical
universality classes in deterministic many-body systems.

Introduction.—The central limit theorem (CLT) is
one of the bedrock accomplishments of probability the-
ory. In the standard formulation, the CLT asserts that
sums of random, independent, identically distributed
variables converge towards the normal distribution when
the sample size becomes large. Validity of the CLT how-
ever transcends uncorrelated processes, as it applies for
macroscopic fluctuating observables in a wide array of dy-
namical processes in nature, including classical or quan-
tum deterministic dynamical systems which typically ex-
hibit highly non-trivial temporal correlations. It appears
as though the CLT only ceases to hold away from equilib-
rium, i.e. upon breaking reversibility at the microscopic
level.

Another hallmark result of statistical analysis is the
large deviation principle (LDP) [1–3], stipulating that
atypically large (rare) fluctuations are exponentially un-
likely. In this regard, the main object of interest is a dy-
namical partition sum, the moment generating function
(MGF) of the process also known as the full counting
statistics (FCS). The rate function describing large de-
viations can be inferred from the logarithm of MGF. In
spite of many important cases where MGF can be com-
puted explicitly [4–14], threre are virtually no explicit
results available when it comes to genuinely interacting
many-particle systems governed by deterministic and re-
versible microscopic evolution laws, whether in or out of
equilibrium.

A recent numerical study [15] has found robust sig-
nature of anomalous dynamical fluctuations in the inte-
grable Landau–Lifshitz ferromagnet, hinting that lack of
ergodicity can play a pivotal role and may lead to in-
applicability of the CLT. The precise microsopic mecha-
nism leading to such an unconventional behavior has not

been identified however. In this letter, we report major
progress on this question. We compute the exact FCS for
a simple model of interacting charged degrees of freedom
governed by a reversible deterministic equation of motion
in a stationary equilibrium state. By deducing the late-
time behavior of cumulants in a closed analytic form, we
encounter two novel regimes of dynamical behavior char-
acterized by divergent scaled cumulants of transferred
charge.
Current fluctuations on typical and large

scale.—We consider an infinitely extended deterministic
dynamical many-body system with charge conservation.
The time-integrated current density, J(t) =

R t
0 d⌧ j(⌧),

where j(⌧) is the charge-current density (at the origin)
propagated by time ⌧ , can be viewed as a dynamical fluc-
tuating observable, measuring the net transferred charge
between two halves of the system in the time interval t
for each particular initial configuration. Obtaining the
FCS of J(t) amounts to computing the MGF [3, 16]

G(�|t) ⌘
D
e
� J(t)

E
⌘

Z
dJP(J|t)e�J, (1)

corresponding to a Laplace transformation of the nor-
malized (time-dependent) current distribution P(J|t) of
J(t), computed with respect to a stationary equilibrium
measure. The formal variable � 2 C is commonly known
as fugacity (or counting field). Owing to detailed bal-
ance we have the symmetry P(J|t) = P(�J|t), implying
G(�|t) = G(��|t). The associated cumulant generating
function (CGF), logG(�|t) =

P1
n=0 cn(t)

�n

n! , encodes an
entire hierarchy of connected n-point dynamical correla-
tion functions of time-integrated current densities

cn(t) =

Z t

0

nY

k=1

d⌧khj(⌧n)j(⌧n�1) · · · j(⌧1)i
c
. (2)
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Critical scaling of cumulants 
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and around |�| ! 1

F (�) = |�|+ log

✓
�

2(1 + |b|)

2

◆
+

2(1� 2�2)

�2(1 + |b|)
e
�|�| +O(e�2|�|). (54)

We note that while the asymptotic MGF (48) for b = 0 is discontinuous at the origin, the SCGF (51) is in this case
a real analytic function. On the contrary the SCGF for b 6= 0 has a discontinuous third derivative at the origin

d

d�

���
�=0

F
[b](�) = 0,

d2

d�2

���
�=0

F
[b](�) = 2b2�2

,
d3

d�3

���
�=0±

F
[b](�) = ±6|b|(1� b

2)�2
, (55)

where 0± indicates from which side we approach the origin.

D. Cumulants

The cumulant generating function (CGF) is defined as the logarithm of the moment generating function (16)

logG(�|t). (56)

We define the raw cumulants as derivatives of the cumulant generating function at the origin

cn(t) ⌘
dn

d�n

���
�=0

logG(�|t). (57)

In equilibrium, the CGF is an even function [see Eq. (27)], implying that all odd cumulants identically vanish

c2n�1(t) = 0. (58)

We note that the existence of a non-zero SCGF (50) does not imply that at late times the cumulants all grow lineary
with time since the limit t ! 1 and the operation of taking derivatives with respect to � in general do not commute

dn

d�n

���
�=0

lim
t!1

1

t
logG(�|t) 6= lim

t!1

dn

d�n

���
�=0

1

t
logG(�|t). (59)

The discontinuity of the SCGF (55) already indicates that cumulants cannot be obtained by taking derivatives of
the SCGF, but need to be computed directly from (57). The combinatorial sums inherent in the definition of the
cumulants (57) can be resolved using the Faà di Bruno’s formula for higher derivatives of a composite function

dn

dxn
f(g(x)) =

nX

r=1

f
(r)(g(x))Bn,r

⇣
g
(1)(x), g(2)(x), . . . , g(n�r+1)(x)

⌘
, (60)

where f
(k)

⌘
dkf
dxk and Bn,r are the incomplete Bell polynomials, defined by

exp

2

4z
1X

j=1

xj
t
j

j!

3

5 = 1 +
1X

n=1

t
n

n!

nX

k=1

z
k
Bn,k(x1, x2, . . . , xn�k+1). (61)

1. Localization of cumulants

Consider first the computation of the n-th moment G
(n) by taking derivatives of the MGF. Start by defining

functions dkn as

d
k
n(b) ⌘

dn

d�n

���
�=0

(cosh�+ b sinh�)k =
nX

r=1

k!

(k � r)!
Bn,r (b, 1, b, 1, . . .) (62)

so that the n-th moment can be expressed as

G
(n)(t) ⌘

dn

d�n

���
�=0

G(�|t) = ⇢
2t

tX

l=0

tX

r=0

✓
t

l

◆✓
t

r

◆
⌫
l+r

d
|l�r|
n (�b sgn(l � r)). (63)

15

Having obtained the result (75) we are in a position to extract the asymptotic behavior of the moments and cumulants.
Equation (62) generates dkn as a function of k. Expanding, we obtain a polynomial in k of degree n/2 . Substituting
the monomials as [cf. Eqs. (63,65)]

k
m

! Sm, (76)

we come to the expression for the even moments G(2n) in terms of Sm, for which we have the asymptotic result (75)

G
(2n)(t) ⇣ ⇢

2t
tX

l=0

tX

r=0

✓
t

l

◆✓
t

r

◆
⌫
l+r

d
|l�r|
2n (b)

km!Sm
�����! G

(2n)(S1, S2, . . .). (77)

To pass from the moments to the cumulants we again invoke (60) while taking higher derivatives of the logarithm

cn(t) ⇣
nX

r=1

(�1)r�1(r � 1)!Bn,r

⇣
0, G(2)(t), 0, G(4)(t), . . . , G(n�r+1)(t)

⌘
. (78)

where we make use of the fact that all odd moments are zero (64).
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Having obtained the result (75) we are in a position to extract the asymptotic behavior of the moments and cumulants.
Equation (62) generates dkn as a function of k. Expanding, we obtain a polynomial in k of degree n/2 . Substituting
the monomials as [cf. Eqs. (63,65)]
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we come to the expression for the even moments G(2n) in terms of Sm, for which we have the asymptotic result (75)
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The solution of (189) for n � 1 uniquely determines the location of the leading Lee–Yang zero �1(t) in terms of higher
order cumulants cn = cn(t)

r(t)
n
⇣ n

4

s
c2n � cn+2cn�2

c
2
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n
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1

A . (190)

Now consider a scenario when all cumulants at large times scale as cn(t) ⇠ t
�n+�, �, � 2 R, � > 0, with generic

amplitudes. From (190) it follows

r(t) ⇠ t
��

, (191)

and the Lee–Yang zero approaches the origin as t ! 1, implying a critical point (182) with �c = 0.
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FIG. 7. Complex Lee-Yang zeros �i (175) of the MGF of the charged hard-core gas (24) in the first quadrant 0  arg �i  ⇡/2
at three di↵erent times t for b = 0 (+ symbols) or b = 0.5 (⇥ symbols) and ⇢ = 0.5. The zeros for b = 0.5 approach the origin
faster, in agreement with (192). Circles show the leading Lee-Yang zeros �1 at di↵erent times, for both values of b.

D. Leading Lee–Yang zero of the charged hard-core gas

We are now in a position to apply Lee–Yang analysis to the charged hard-core gas. Taking the cumulant asymptotics
(93) for n > 2 and using (191) we immediately obtain asymptotics of the modulus of the leading Lee–Yang zero

r
[b](t) ⇠ t

�1/2
, r

[0](t) ⇠ t
�1/4

. (192)

The result (192) indicates a critical point at the origin, �c = 0, in the charged hard point gas irrespectively of the
bias |b| < 1. For small times, the Lee-Yang zeros are shown in Figure 7.

We emphasize that while the convergence radius of the CGF vanishes around the origin as t ! 1 (for all |b| < 1)
this is not inconsistent with a finite radius of convergence of the SCGF (51) for b = 0 owing to the non-commutativity
of limits (59).

25

B. Critical points

As noted above, the MGF cannot vanish for � 2 R for finite times t, implying that the cumulant generating function
(56) is a real analytic function. From the factorization (177) it can be expressed as

logG(�|t) = log g(�|t) +
2tX

i=1

log (1� �/�i) . (180)

On the other hand as t ! 1 the Lee–Yang zeros can approach a critical point[61] �c on the real axis

�i(t)
t!1
���! �c 2 R, (181)

in the vicinity of which the CGF has a logarithmic singularity

logG(�|t) = log(�� �c) +O(|�� �c|
�1). (182)

C. Cumulants, Lee–Yang zeros and critical points

We now establish a link between the higher cumulants and the dynamics of the leading Lee–Yang zero. We use this
to demonstrate an intimate connection between critical points and diverging cumulants. From the definition (57) and
the factorization (177) it follows that cumulants are related to Lee–Yang zeros as

cn(t) = �(n� 1)!
2tX

i=1

�
�n
i (t) +

dn

d�n

���
�=0

log g(�|t). (183)

We observe that the expression for the cumulants contains a term coming from Lee–Yang zeros and a derivative of a
function analytic in the strip Z. From asymptotic analysis it follows by Darboux theorem [59] that for higher-order
cumulants the expression (184) is dominated by the first term owing to universal oscillations of higher derivatives [58]

cn(t)
n
⇣ �(n� 1)!

2tX

i=1

�
�n
i (t). (184)

The expression (184) is in turn dominated by the leading Lee–Yang zero (178). Assuming an absence of accidental
symmetries, there is a quartet of zeros equidistant from the origin (176) that determines higher-order cumulants

cn(t)
n
⇣ �2(1 + (�1)n)(n� 1)!

cos(n'(t))

|r(t)|n
. (185)

Note that c2n�1(t) = 0 already follows trivially from the symmetry (174). We now use the relation (185) to extract
the dynamics of the leading Lee–Yang zero from the knowledge of cumulants. To this end, we define the ratios of
(even[62]) cumulants

R
±
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cn±2(t)

cn(t)
. (186)

Using (185) we obtain the identities (for large n)

R
+
n

(n+ 1)n
r
4 + (n� 1)(n� 2)R�

n = 2r2 cos(2'), (187)

R
+
n+2

(n+ 3)(n+ 2)
r
4 + (n+ 1)nR�

n+2 = 2r2 cos(2'), (188)

which can be cast as a matrix system
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Typical fluctuations

4

°6 °4 °2 0 2 4 6
J

0.00

0.25

0.50

0.75

1.00

P
[0

]
1/

4
(J

|t)

P [0]
typ(J )

10°8

10°6

10°4

10°2

100

t = 106

t = 104

t = 102

FIG. 2. Rescaled current distribution for unbiased b = 0,
half-filled ⇢ = 0.5 charged hard-core lattice gas in normal/log
scale (lower/upper data). Colored dashed lines show con-

vergence of exact distributions P [0]
1/4(J |t) to the asymptotic

form (9) (solid black line). Estimated current distribution
(dots), agrees with exact solution within statistical errors
(Nsample = 109).

that charges propagate with unit velocity and interact
locally, the maximal transferred charge in a time interval
t is upper-bounded by t. The near-horizon behavior can
be found analytically [26].

We have also computed a family of rate functions as-
sociated to the ‘moderate deviation principle’ for a con-
tinuous range of timescales (1/2z < ⇣ < 1) [26].

Singular scaled cumulants and criticality.—Lack
of analyticity of scaled CGF F (�) is often found in
Markovian stochastic systems driven away from equi-
librium by means of boundary reservoirs, where it is
attributed to a first-order dynamical phase transition
(DPT), see Refs. [30–36]. We are not aware of similar
dynamical features taking place in equilibrium. Despite
that, we can observe certain conspicuous similarities.

Significance of divergent scaled cumulants is most
transparently discussed in the complex fugacity plane
in the framework of the Lee–Yang theory [37] of phase
transitions [38, 39]. Presently, we find that O(t) Lee–
Yang zeros of G(�|t) condense along certain contours in
the �-plane. By four-fold symmetry, there are four ze-
ros of G(�|t) closest to the origin � = 0, at a distance
r(t), corresponding to the convergence radius of a com-
plex Taylor series logG(�|t) =

P
n cn(t)�

n
/n!. Applying

the standard analysis (see Refs. [32, 40–42]), and using
the known asymptotics of cn(t), we deduce the scaling
r
[b](t) ⇠ t

�1/2, r[0](t) ⇠ t
�1/4 (see [26] for details). The

vanishing convergence radius, r1 ⌘ limt!1 r(t) = 0,
signifies that �c = 0 is a dynamical critical point. Based
on this, one might draw an incorrect conclusion that
scaled CGF F (�) develops a non-analyticity at the crit-
ical point. In reality, only F

[b](�) is found to be non-
analytic, owing to the discontinuities in its odd-order
derivatives at the origin. Conversely, F [0](�), which de-
pends on µ0(�) = cosh� and is derived via Eq. (3),
represents a real analytic function; while its expansion

coe�cients are unrelated to cumulants, F
[0](�) is the

Legendre-dual of the LD rate function I
[0](j).

In contrast to first-order DPTs seen in out-of-
equilibrium stochastic processes (where both the scaled
CGF F (�) and LD rate function exhibit a cusp), we en-
counter, in the biased case b > 0, a cusp only in the sec-
ond derivative, (d/d�)2F [b](�). This indicates, at a for-
mal level, a DPT of third order at � = �c, with the value
at the cusp being the dynamical charge-current suscep-
tibility, s2 = limt!1 t

�1
c2(t) =

R t
0 d⌧hj(⌧)j(0)ic. Note

that result (5) can be reinterpreted as a Curie–Weiss like
partition sum [43], where b plays the role of a magnetic
field with a line of first order phase transitions at bc = 0,
ending at � = �c.

The Lee–Yang theory permits us to establish that di-
vergent scaled cumulants, with an extra assumption that
cn(t)/cn+2(t) ⇠ t

��n with limn!1 �n > 0, imply r1 = 0
(i.e. �c = 0), and vice-versa. In this scenario ‘Bryc’s
regularity conditions’ ensuring applicability of CLT are
violated. Indeed, in the present model Lebesgue’s cri-
terion of dominated convergence is not satisfied by the
time-sequence of real analytic functions F (�|t), irrespec-
tively of bias b. One should however be cautious, as nei-
ther divergent sn nor non-analytic F (�) automatically
imply a departure from Gaussianity. The fate of Ptyp(j)
is instead predicated on the asymptotic scaling of the
higher cumulants cn(t) = (d/d�)n logG(�|t)|�=0: writing
cn>2(t) ⇠ t

⌫n , one finds a Gaussian Ptyp(j) if and only
if the exponents ⌫n can be upper-bounded by threshold
exponents ⌫n < n/2z and is otherwise violated.

Fluctuations of particle current.—It is instructive
to add that fluctuations of the total transferred parti-
cle number behave regularly. By disregarding internal
charge degrees of freedom, the model reduces to free bal-
listically propagating particles with z = ↵ = 1. Setting
accordingly b = 1, the MGF can be easily summed up ex-
plicitly, yielding an analytical (and faithful) scaled CGF
of the form F

[1](�) = log[1 + 2�2(cosh (�)� 1)], expect-
edly recovering the celebrated Levitov–Lesovik formula
[44, 45] (here specialized to a single particle channel with
perfect transmission at ‘infinite temperature’).

Conclusion.—We have examined the structure of
charge current fluctuations in a simple classical deter-
ministic model of interacting charged particles. We de-
rived an exact closed-form expression for the MGF in
equilibrium at arbitrary background charge density, en-
coding the FCS of transferred charge. By performing
asymptotic analysis, we deduced a number of remarkable
properties: (I) in the presence of charge bias, fluctuations
of the integrated current density on the typical timescale
are described by a Gaussian distribution; at vanishing
bias we instead discover a distinctly non-Gaussian profile,
thereby establishing that the CLT can be evaded despite
detailed balance; (II) cumulants cn(t) exhibit, irrespec-
tively of bias, indefinite temporal growth with distinct al-
gebraic exponents, implying divergent scaled cumulants;
(III) the scaled CGF yields, via the Legendre transform,
a bona-fide large-deviation rate function; (IV) for finite

3

FIG. 1. Coordinate frame (time vertical, space horizontal) of
a deterministic charged hard-core lattice gas (red: + parti-
cles, blue: � particles, while thin black lines indicate vacan-
cies). Example of a lightcone (pyramid) section of a typical
trajectory, for which initial data on a saw of 4t subsequent
links uniquely determine the transport through the mid-point
(dashed line) for all times times from 0 to 2t.

tions {q`}, and subsequently average over all sublattices
⌃. Let ⇤± ⇢ ⌃ denote the sublattices of charged par-
ticles at t = 0 that move from the right to the left half
(respectively, vice-versa) during time interval [0, 2t]. The
integrated current through the origin corresponds to the
total transferred charge, J(t) =

P
`2⇤�

q` �
P

`2⇤+
q`.

We make the following observations: (a) particle world-
lines cannot cross each other, implying in particular that
at most one of the subsets ⇤± can be non-empty, (b)
the signed number of worldlines crossing the origin is
given by the di↵erence between the number of vacan-
cies passing through the origin from the left/right up to
time 2t. Introducing a separable invariant probability
measure P({q`}) =

Q
` p(q`), with p(±) = 1

2⇢(1 ± b),
p(;) = ⇢̄ = 1 � ⇢ corresponding to densities of parti-
cles and vacancies, we derived (see [26] for details) the
following exact double-sum representation for the MGF
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where µ±(�) ⌘ cosh (�) ⌥ b sinh (�), d"(l, r) ⌘ (|l � r| +
"(l � r))/2, and b 2 [0, 1) is the ‘charge bias’. In the fol-
lowing, we systematically carry out an asymptotic anal-
ysis of G(�|t).

Dynamical free energy and cumulants.—
Performing asymptotic analysis on F (�|t), see Eq. (3),
for ↵ = 1, � 2 R, we inferred the following scaled CGF
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4 ].
We stress, importantly, that F (�) does not provide (irre-
spectively of b) the generating series for scaled cumulants
sn. As already announced, we find (regardless of b) that
all scaled cumulants sn>2 are singular. We deduced the
following asymptotic behavior [27]
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Typical fluctuations and CLT.—We first exam-
ine fluctuations of J(t) on the ‘typical timescale’, asso-
ciated with scaling exponent ⇣ = 1/2z. To this end,
we explicitly compute cumulants n(t) characterizing
the time-dependent distribution P1/2z(J |t). Recalling
a theorem by Marcinkiewicz [28], stating that the Gaus-
sian distribution is the unique distribution with finitely
many non-zero cumulants, the CLT applies if and only
if limt!1 n(t) = 0 for all n > 2. From the scaling
relation n(t) = t
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Upon switching o↵ the bias, b = 0, typical fluctua-
tions occur on a scale ⇣ = 1/4, where we inferred a
non-Gaussian profile characterized by finite cumulants
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representation [26]
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function (note that G[0](⌘) = exp [F [0](⌘ t�1/4)]).
Large deviation principle.— What remains is to

characterize fluctuations on the largest scale ⇣ = 1. Since
F (�) is strictly convex and di↵erentiable in its entire do-
main � 2 R for all values of b, the Gärtner–Ellis the-
orem ensures that the Legendre transform is involutive
[3], and that I(j) corresponds to a unique strictly convex
and di↵erentiable LD rate function I(j) (whose Legendre
transform yields back F (�)).
In the general case with finite bias, the leading-order

behavior near � = 0 reads F [b](�) = (b�)�2+O(|�|3), im-
plying a quadratic rate function for perturbatively small

j, I [b](j) =
� j
2b�

�2
+ O(j4). At b = 0, the behavior is

markedly di↵erent; owing to the absence of the leading
order terms in SCGF, F [0](�) = (�/2)2�4 + O(�6), we
find I

[0](j) = 3
4 (j

2
/�)2/3 +O(j2). Unlike I

[b](j), I [0](j)
is not twice di↵erentiable at j = 0. On the other hand,
at large |�| we have F (�) ⇠ |�|, implying that j is con-
fined within the compact interval [�1, 1], cf. [8, 30]. This
is a direct manifestation of causality: owing to the fact
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the time-dependent distribution P1/2z(J |t). Recalling
a theorem by Marcinkiewicz [28], stating that the Gaus-
sian distribution is the unique distribution with finitely
many non-zero cumulants, the CLT applies if and only
if limt!1 n(t) = 0 for all n > 2. From the scaling
relation n(t) = t

�n/2z
cn(t) we readily deduce the scal-

ings [b]
n>2(t) ⇠ t

�1/2 and 
[0]
n>2(t) ⇠ t

0. For a finite bias

b > 0, all the higher cumulants 
[b]
n>2(t) of the distri-

bution P
[b]
1/2z(J |t) decay with time, yielding a Gaussian

asymptotic profile, Ptyp(j) ⌘ limt!1 P⇣typ(J = j|t),

P
[b]
typ(j) =

1
p
2⇡�2

exp


�

j
2

2�2

�
, �

2 = 2(b�)2. (8)

Upon switching o↵ the bias, b = 0, typical fluctua-
tions occur on a scale ⇣ = 1/4, where we inferred a
non-Gaussian profile characterized by finite cumulants


[0]
n = limt!1 

[0]
n (t) < 1, with the following integral

representation [26]

P
[0]
typ(j) =

1
p
2⇡�

Z

R
du exp


�

⇣
u
2

2�

⌘2
�

j
2

2u2

�
. (9)

Explicitly, P
[0]
typ(j) = (2�)�1/2

M1/4

�p
2/� |j|

�
, where

M⌫(x) ⌘
P1

k=0(�x)k/[k!�((1�⌫)�⌫ k)] is the M-Wright
function [29]. The associated MGF reads explicitly

G
[0](⌘) = e

w4

(1+erf w2) = E1/2(w
2), where w2 = ⌘

2
�/2

and E⌫(x) =
P1

k=0 x
k
/�(1 + ⌫ k) is the Mittag-Le✏er

function (note that G[0](⌘) = exp [F [0](⌘ t�1/4)]).
Large deviation principle.— What remains is to

characterize fluctuations on the largest scale ⇣ = 1. Since
F (�) is strictly convex and di↵erentiable in its entire do-
main � 2 R for all values of b, the Gärtner–Ellis the-
orem ensures that the Legendre transform is involutive
[3], and that I(j) corresponds to a unique strictly convex
and di↵erentiable LD rate function I(j) (whose Legendre
transform yields back F (�)).
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FIG. 1. Temporal growth of cumulant estimates ĉn(t) for n 2 {2, 4, 6} (colored dots) with three standard deviation neighbor-
hoods (shaded regions): (a) easy-axis regime (% = 1), (b) isotropic point (% = 0). Dashed black lines show algebraic scalings
(2) with fitted exponents (a) ⌫ea

n , given by Eq. (3), and (b) ⌫iso
n , given by Eq. (5). Finite-sample exponents ⌫̂n are estimated

from finite-time data in the time interval t 2 [216, 220]. Simulation parameters: ⌧ = 1, L = 221, N = 5⇥ 103 (see Ref. [50]).

integrable PDE [51–54]. It possesses infinitely many local
conserved quantities, including the third component of
total spin Q =

R
dxS3(x, t) with the spin density S3

obeying the continuity equation @tS3(x, t)+@xj(x, t) = 0,
where j(x, t) denotes the spin-current density. By tuning
�, one can access three distinct dynamical regimes: (ea)
the easy-axis regime (� > 0), (iso) the isotropic point
(� = 0) and (ep) the easy-plane regime (� < 0).

Anomalous statistics of magnetization
transfer—Our study mainly concerns the time-
dependent distribution P(J |t) of the cumulative current

J(t) =
R t
0 dt0 j(0, t0) passing through the origin in a finite

time interval of length t. Defining the moment generat-
ing function (MGF) G(�|t) ⌘ he�J(t)i =

R
dJP(J |t)e�J ,

where the average h•i is computed in a maximum
entropy/infinite temperature ensemble, we characterize
P(J |t) by its cumulants, cn(t) ⌘ dn

d�n logG(�|t)
��
�=0

. We
assume that cn(t) grow asymptotically with time as

cn(t) ⇣ cnt
⌫n , (2)

with algebraic growth exponents ⌫n. Moreover, time-
reversal symmetry in equilibrium ensembles implies de-
tailed balance, reflected in the symmetry P(J |t) =
P(�J |t). Accordingly, all odd cumulants vanish.

The growth of variance (second cumulant) c2(t) de-
termines the typical timescale of magnetization transfer
with exponent ⌫2 = 1/z, given by the dynamical exponent
z, governing the hydrodynamic relaxation of the density
two-point function. By accordingly rescaling the cumu-
lative current, J (t) ⌘ t�1/2zJ(t), the t ! 1 limit of the
rescaled distribution P1/2z(J |t) ⌘ t1/2zP(J |t) yields the
typical distribution Ptyp(j) ⌘ limt!1 P1/2z(J = j|t).
The second and higher cumulants of the finite-time typi-
cal distribution n(t) ⌘ h[J (t)]nic are directly related to
cn(t) by a simple rescaling, n(t) = t�n/2zcn(t).

Time-dependent cumulants cn(t) generically exhibit
linear asymptotic growth, cn(t) ⇠ t for all even n. In

such a regular scenario, the central limit property fol-
lows from formal analytic properties of the MGF (see
Refs. [35, 36] for a detailed discussion), implying that
typical fluctuations are normally distributed, Ptyp =
N (0,2). By contrast, in a dynamically critical scenario,
G(�|t) experiences an equilibrium dynamical phase tran-
sition at the critical counting field �c = 0, causing in
e↵ect a superlinear growth of higher cumulants, namely
limt!1 cm(t)/t ! 1 for some m > 2. Such dynamical
criticality can be quantified by the algebraic growth expo-
nents ⌫n, see Eq. (2). If the exponents take the threshold
values ⌫thrn = n/2z, Ptyp will be non-Gaussian (exactly
solvable examples are discussed in Refs. [36, 38]).

Methods—In the present work, we find clear signa-
tures of dynamical criticality in the easy-axis (ea) and
isotropic (iso) regimes of the anisotropic Landau-Lifshitz
theory (1), thereby corroborating the earlier results of
Ref. [35]. In addition, we here numerically extract the
growth exponents ⌫n and quantify the emergent typical
distributions Ptyp in both critical regimes (� � 0).

To enhance e�ciency and to avoid potential arti-
facts stemming from naive discretizations of Eq. (1),
we perform our simulations using a two-parameter in-
tegrable symplectic discretization of Eq. (1) developed
in Ref. [50], depending on anisotropy parameter % and
time-step parameter ⌧ (definitions and further details
can be found in [50], and the Supplemental Material of
Ref. [35]). Simulations were performed on periodic sys-
tems of length L = 221 � 2tmax with maximal time
tmax = 220, to exclude finite-size e↵ects. We subse-
quently use hatted symbols •̂ to denote finite-sample
estimates of ensemble-averaged quantities. The time-
dependent moments mn(t) ⌘ (d/d�)nG(�|t)|�=0 of the
discrete cumulative current J t

` were estimated as m̂n(t) =

(LN)�1
PN

s=1

PL
`=1 (J

t
` [s])

n
, using [s] to denote the s-th

trajectory taken from an ensemble of N samples, such
that limN!1 m̂n(t) = mn(t), while the inner sum ex-
ploits translational invariance to improve sampling statis-

Easy axis regime Isotropic regime
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FIG. 2. Convergence of the estimated time-dependent dis-
tributions P̂1/4(J |t) (colored points) in the easy-axis regime
(% = 1) towards the conjectured target distribution M�̂ea (4),
with �̂ea ⇡ 0.3595 (solid black curve), with a zoom-in near the
origin (left inset). (right inset) Relaxation of KL divergence
Kea(t) (blue), with an estimated asymptotic decay ⇠ t�0.55

(dashed black line) fitted for t � 215. Simulation parameters:
⌧ = 1, L = 221, N = 4⇥ 103.

tics. The estimated cumulants ĉn are computed directly
from m̂n using Faà di Bruno’s formula. To quantify the
proximity between a continuous distribution P and a tar-
get distribution Q we utilize the Kullback-Leibler (KL)
divergence DKL(P||Q) ⌘

R1
�1 dxP(x) log [P(x)/Q(x)].

The unknown estimated widths of the asymptotic target
distributions, denoted by �̂, are extracted by means of a
non-linear least squares fit to the finite-time distributions
at tmax.

Easy-axis regime— In the easy-axis regime (� > 0),
we confirm the anticipated critical behavior of cn(t)
across four orders of magnitude in time. Temporal
growth of the few lowest even cumulants cn(t) is shown
in Fig. 1a, from where we deduce the growth exponents

⌫ea2n = n/2. (3)

This readily implies non-zero cumulants of the typical
distribution, n = limt!1 limN!1 ̂ea

2n(t) 6= 0. As
shown in Fig. 2, the finite-time typical distributions
P̂1/4(J |t) are discernibly non-Gaussian, converging at
late times towards the M-Wright distribution M�(j) ⌘
��1/2M1/4(2|j|/�1/2) [55], given by the following explicit
integral representation [35, 38]

M�(j) =

Z 1

�1

du

2⇡�|u|1/2
exp


� u2

2�2
� j2

2|u|

�
. (4)

Convergence of P̂1/4 towards M�̂ea near the origin is
displayed in Fig. 2 (left inset). The KL divergence
Kea(t) ⌘ DKL(P̂1/4||M�̂ea) decays approximately as
Kea(t) ⇠ t�0.55 with Kea(tmax) ⇡ 2.0 ⇥ 10�4, see Fig. 2
(right inset).

The probability distribution (4) of charge fluctuations
in (unbiased) equilibrium states has been recently estab-
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FIG. 3. Convergence of the estimated time-dependent dis-
tributions P̂1/3(J |t) (colored points) at the isotropic point
(% = 0), compared against the Gaussian distribution N�iso

with �̂iso ⇡ 0.522 (solid black curve) in logarithmic scale
(left inset). (right inset) Relaxation of KL divergence Kiso(t)
(blue), with approximate algebraic decay ⇠ t�0.74 (black
dashed line), fitted in the window t 2 [23, 214]. Simulation
parameters: ⌧ = 1, L = 221, N = 4⇥ 103.

lished in [38] as one of the defining universal properties of
classical charged single-file systems. While our data em-
pirically demonstrates convergence towards M�(j), it is
important to emphasize that the single-file constraint is
not (at least manifestly) present in the easy-axis regime
of our model. In other words, the emergence of M�(j)
is not a direct corollary of a kinetic constraint. Nonethe-
less, Ref. [37] explains how (4) arises from a simple
phenomenological hydrodynamic picture based on elastic
scattering of magnons o↵ immobile domain walls describ-
ing the large-anisotropy regime of the gapped Heisenberg
spin chain, suggesting that (4) is not exclusive to single-
file systems but also allows for a finite transmission rate.
While this viewpoint is also alluded to in [39], a system-
atic or rigorous derivation is currently still lacking.
Isotropic point—As shown in Fig. 1b, dynamical

criticality persists at the isotropic point (� = 0). Once
again the numerically extracted first few growth expo-
nents match the threshold values

⌫iso2n = 2n/3, (5)

implying that the typical distribution acquires non-zero
cumulants iso

2n = limt!1 limN!1 ̂iso
2n(t) 6= 0, signaling

a breakdown of the central limit property.
We next quantify how much P iso

typ deviates from Gaus-
sianity. A direct quantitative comparison between the
estimated time-dependent typical distribution P̂1/3 and
a normal distribution N�̂iso ⌘ N (0, �̂2

iso) with the esti-
mated variance �̂iso ⇡ 0.522, shown in Fig. 3, is rather
nuanced: The distance between distributions clearly de-
creases with time across six orders of magnitude, see
Fig. 3 (left inset), and the KL divergence Kiso(t) ⌘
DKL(P̂1/3||N�̂iso) decays approximately as Kiso(t) '

Easy axis regime Isotropic regime



4

23 26 29 212 215 218 221
tτ

−0.075

−0.050

−0.025

0.000

0.025

0.050

0.075

0.100

0.125
γ̂

γ̃

24 27 210 213 216 219

tτ

0.796

0.798

0.800

µ̂
|1
|

τ :
0.01

0.25

1

2

FIG. 4. Numerically estimated excess kurtosis �̂(t⌧) and stan-
dardized first absolute moment µ̂|1|(t⌧) (inset) at the isotropic
point (% = 0) with three standard deviation neighborhoods
(shaded regions), shown for di↵erent ⌧ (blue points) and for
CP2 (see main text) with ⌧ = 1 (orange crosses). Solid black
lines indicate Gaussian values �N = 0 and µN

|1| =
p

2/⇡ (in-
set), while dashed black line marks �̃ ⇡ 0.14 of Ref. [45].
Simulation parameters: ⌧ 2 {0.01, 0.25, 1, 2}, L = 221, N 2
[103, 5 · 103], with more samples for larger ⌧ .

t�0.74 at large intermediate times before crossing over
to a plateau around t ⇡ 217 (Kiso(tmax) ⇡ 1.7 ⇥ 10�5,
see right inset in Fig. 3). It is unclear if such behavior
persists for times beyond tmax.

Unlike in the easy-axis regime, the di↵erence primar-
ily builds up in the tails. To discriminate between the
estimated and target distribution, we compute the ex-
cess kurtosis �̂(t) = ĉ4(t)/ĉ22(t) and the standardized

first absolute moment µ̂|1|(t) = m̂|1|(t)/ĉ
1/2
2 (t) of P̂1/3.

In addition, we compare the results of our simulations
with the recent prediction of Ref. [45] which reports the
(approximate) asymptotic value �̃ ⇡ 0.14. In our sim-
ulations, see Fig. 4, we instead obtain �̂(tmax) ⇡ 0.02
and µ̂|1|(tmax) ⇡ 0.7972, see inset of Fig. 4. The esti-
mated kurtosis �̂ agrees with values obtained from ex-
periments on quantum simulators [18]. Most glaringly,
we find no decay towards the Gaussian values �N = 0
and µN

|1| =
p

2/⇡ ⇡ 0.7979.

To check whether the small value of kurtosis is uni-
versal, we also consider Noether charge fluctuations in a
(generalized) SU(N) Landau–Lifshitz model on the com-
plex projective space CPN�1(specializing to N = 3) (see
[21, 56]). We find dynamically critical cumulants (not
shown) with threshold exponents identical to those in
Eq. (5). The corresponding standardized first absolute
moment and excess kurtosis (orange crosses in Fig. 4 with

t(3)max = 218) are again non-zero, but distinct from those
in the CP1 model and substantially closer to Gaussian

values µ̂(3)
|1| (t

(3)
max) ⇡ 0.7977 and �̂(3)(t(3)max) ⇡ �4⇥ 10�3.

Easy-plane regime—In the easy-plane regime (with
ballistic exponent zep = 1), even cumulants grow lin-
early with time on intermediate timescales, ⌫ep2n = 1.

This behavior is consistent with regularity and thus
the analytical prediction of ballistic macroscopic fluc-
tuation theory [57–59] is expected to be valid in this
regime. However, a reliable extraction of scaled cumu-
lants sn = limt!1 t�1cn(t) is di�cult in practice due to
the required exact cancellation of n� 1 leading orders.

Conclusion and discussion—In this work, we stud-
ied statistical properties of magnetization transfer in the
Landau–Lifshitz field theory, focusing on unbiased equi-
librium states. Using an e�cient implementation of an
integrable space-time discretization, we numerically es-
timated a few lowest cumulants and extracted the alge-
braic exponents quantifying their temporal growth. In
the easy-axis regime and at the isotropic point, the on-
set of dynamical criticality causes super-linear growth of
higher cumulants. In both cases, the estimated growth
exponents coincide with threshold values, suggesting a
violation of the central limit property.

In the easy-axis regime, typical fluctuations are dis-
tinctly non-Gaussian, and our data convincingly demon-
strates convergence towards the M-Wright distribution
featured in charged single-file systems. This finding
conforms with the prediction of the phenomenological
model of Ref. [37] describing the large-anisotropy limit
of the gapped Heisenberg quantum spin chain. At the
isotropic point the lowest standardized moments of the
time-dependent typical distribution are found to con-
verge close to Gaussian values, but we still detect sys-
tematic deviations that persist at late times.

A commonly used classification of dynamical universal-
ity within the framework of NLFHD [10, 60–62] is based
on the asymptotic form of dynamical two-point functions
(dynamical structure factors), characterized by an al-
gebraic decay exponent and stationary scaling profiles.
Such a classification is however not exhaustive, as dif-
ferent processes may only be distinguishable at the level
of higher-order dynamical correlation functions such as
e.g. the full counting statistics of charge transfer stud-
ied in this work. A subclass of ballistic charged single-file
systems provides an illustrative example [36]: while mag-
netization transport in unbiased equilibrium states yields
di↵usive (i.e. Gaussian) scaling profiles [63], statistics of
magnetization transfer is anomalous and described by the
distribution (4), ruling out normal di↵usion.

A similar pitfall arises when classifying superdi↵usive
transport of non-abelian charges in integrable systems
[12, 21, 43, 64]. There is by now ample numerical evi-
dence [19–23, 43, 44, 65] that the asymptotic structure
factors yield the Prähofer-Spohn scaling function [42] of
the KPZ universality class, referring to a unified coarse-
grained description of the fluctuating height field in a
scaling regime of interface growth models [5, 66, 67].

However, as originally pointed out in Ref. [35], the
KPZ equation initialized in the stationary ensemble
[66, 68, 69] generates inherently asymmetric fluctuations
[70, 71] due to broken detailed balance, contrasting with
the situation in integrable spin chains. While hydrody-
namic equations involving two coupled KPZ modes [45]


